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Abstract 

The study has been conducted to explore the relationship between financial leverage and 

financial performance. The study also involves macroeconomic perspective by involving few 

macro variables like interest rate. It has been conducted on the Non-Financial sector of Pakistan 

including all non-financial companies listed at Karachi Stock Exchange (KSE) as a sample. The 

study has been conducted over a period of seven years, 2005 through 2011. Regression analysis 

has been performed in order to analysis the data. The results of the study exhibit that financial 

leverage, measured by Debt to Equity ratio has significant impact on financial performance 

variables, measured by Return on Assets and Return on Capital, whereas on the other two 

variables, Return on Equity and Earnings Per Share, its effect is insignificant. On the other hand 

two variables namely Gross Domestic Product and Interest Rate were used as indicators of 

overall economy and their impact was also studied on financial performance. The results show 

that their effect on financial performance is insignificant. Combining all the results together it 

can be concluded that financial performance is majorly determined by firm’s choice of financial 

leverage and not by the overall health of the economy specifically in context of non-financial 

firms in Pakistan.  

Key Words: Capital Structure, Financial Performance, Return on Equity, Asset & Capital.  

Introductions  

Capital structure is method for assessment building of business firms, and facilitates 

maximization of return resting on investment, as well as boosts the effectiveness of financing 

and payment decisions. Capital structure decision is a financing decision and its effect on the  
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value of firm cannot be neglected by any. Basically, it’s a choice of slicing the whole pie of 

capital. Capital means the money raised by the company which is further invested in asset capital 

normally in form of physical capital. Structure means decision of dividing the capital into parts 

normally debt and equity. Although both debt and equity can further be sub categories like short 

term and long term, ultimate and hybrid, but we restrict our study only to broader categories as 

debt and equity. Remember, debt includes all types of debt, and equity includes both types, 

common and preferred. Another choice has to be made whether to use book values or market 

values. Here again we contend with book values which means amount of these components 

shown in the balance sheet.  

Whether or not firm’s choice of capital structure affects value of firm is a question which has 

long been studied by the academicians. Studies have shown mixed results some indicating it does 

whereas others pose it does not. Therefore, a firm’s particular approach has to contract with the 

suitable mix of debt and equity to finance the firm’s assets. The utilization of every source of 

financing illustrates diverse and conflicting outcome on the firm performance. Capital structure 

theory has essential value in the domain of corporate finance. 

Most preliminary research conducted by Modigliani and Miller propose states that the value of a 

company, in a perfect market, is unaffected by the way the company is financed but through the 

capital structure it employs [6]. 

Robicheck and Myers (1966) observe that expenditures of financial suffering is sustained while 

the organization appears less than the risk of economic failure, still if economic failure is finally 

prevented. Economic failure expenditures (the operation expenses of bankruptcy or reformation) 

almost certainly demoralize borrowing, even though contemporary research by Warner (1977) 

inquiry whether these expenditures are outsized sufficient toward exist essential [21]. 

 

Baskin (1987) argues that growth strategies are measured as an essential component of 

achievement as a result of the researchers and manufacturing analysts. Growth strategy must be 

accurately realized; therefore it will generate solidity, protection and effectiveness for the 

benefits of the firm’s financial performance [10].  

Previous research provide a significant form of experimental indication, according to Burgman, 

(1996) and Chen et al., (1997) multinational corporations have a propensity to take minimum 

debt in their capital structure as compare to the domestic firms [17].  

Baker and Wurgler (2002) recommended an innovative assumption of capital structure: the 

“market timing assumption of capital structure”. This assumption recommend that firms time 

their equity issues in the logic that they issue new stock when the stock price is supposed to exist 

overestimated, and purchase back own shares while there is below assessment. Therefore, 

instability in stock prices has an effect on firm’s capital structure. They both also discover that 

leverage changes are absolutely associated to their market timing determine therefore they 

conclude that the capital structure of a firm is the growing effect of past challenges to instance 

the equity market [19]. 
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The literature examines the impact of the relationship along with the capital structure and firm’s 

financial performance of the industrial economies, extremely minor is recognized with reference 

to such implications in developing economies like as Pakistan. The common problems with such 

countries are less efficiency, imperfect information and irregularities as evaluate with the 

developed countries. According to Eldomiaty (2007), such group of market situation 

consequences in imperfect financial recessions. That’s why it is important to investigate the 

relationship between financial leverage level and firm’s financial performance in Pakistan, taking 

as an example of developing country.  

This study will observe the capital structure and firm’s financial performance, to complete this 

research we study the Non-financial companies of Pakistan listed in Karachi Stock Exchange as 

2005-2011 through Statistics Department State Bank of Pakistan. The Non-financial Corporate 

Sector is an essential sector of a country’s financial system and a strong industrial base is 

consequently important for financial well-being of a country and its general population. Non-

financial Corporate sector of Pakistan symbolize a diversified nature of businesses.   

 

Literature Review 

Capital structure is one of the main factors that have an effect on the firm’s performance. Capital 

structure is also referred as financial structure of a firm. An analysis of literature recognized a 

perfect orientation regarding the firm’s performance among the capital structure and the 

relationship between firm financial performance and capital structure has formed diverse results 

[4].   

The current assumption of the capital structure originated from the course contravention 

involvement of Modigliani and Miller (1958) [1], the ideal capital market assumption to facilitate 

if there is no operation cost and capital markets are frictionless, if not including taxes, the firm’s 

importance is independent among the structure of the capital. Debt can decrease the tax to pay, 

therefore the best capital structure of enterprises must exist one hundred percent of the debt. This 

seems toward exist difficult to deal with in the real world. 

Modigliani and Miller challenged with the purpose of observation in their famous 1958 article. 

They argued that the market values the earning power of a company’s real assets and that if the 

company’s capital investment program is held fixed and certain other assumptions are satisfied, 

the combined market value of a company’s debt and equity is independent of its choice of capital 

structure [5]. 

Research on the assumption of capital structure was pioneered by the influential effort of 

Modigliani and Miller (1958). They both initiate that the importance of a firm is not affected by 

its financing combination while the study of financing choices originally established with little 

awareness. Modigliani and Miller accomplished toward the generally recognized theory of 

“capital structure irrelevance” where the financial leverage does not influence the firm’s market 

value in the perfect market condition [3]. Modigliani and Miller (1963) illustrate that their model 

is no further successful if tax was taken interested in consideration since tax subsidies scheduled 
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debt interest expenditure will cause happen in firm value while equity is traded on behalf of debt 

[6]. 

According to Wippern (1966) the relationship between capital structure and firm performance on 

several industries which noticeable on elevated measure within variation of characteristics 

beginning wherever development, expenditure and demand. In research debt to equity ratio used 

as capital structure indicator and earnings to market value of common stock take as a firm’s 

performance indicator. The results shows positive relationship between capital structure and firm 

performance, this conventional indication which assumed that shareholders capital can increase 

by using external financing [14]. Hurdle (1973) exposed that capital structure influence 

negatively on profitability in concurrence among the two stage least squares (2SLS) and 

positively according towards ordinary least squares (OLS). Lev (1974) argues that organizations 

with high leverage have a tendency to illustrate more inconsistency of their accumulation income 

than comparatively less levered organizations. An enhancement in the leverage increases the risk 

of the firm with approaching up instability of its accumulation income. 

Jensen and Meckling (1976) examine that the preference of capital structure might facilitate 

moderate organization costs. They argue that high utilization of debt resources can decrease 

organization expenditure during the risk of bankruptcy, which causes own losses to managers’ 

salaries, standing, and throughout difficulty to produce cash flow to compensate interest 

everyday expenditure [7]. On the other hand Ross (1977) examines that a corporate along with 

enhanced prediction be able to issue additional debt than one with inferior prediction, for the 

reason that the issue of debt in the later will outcome in a high possibility of economic failure 

because of debt servicing outlay, which is an expensive result for organization. Accordingly, a 

high level of debt will be related with a high level of performance for any organization [12]. 

Barnea et al. (1980) recommend to assist firms can organize the below-venture difficulty by 

reduction the efficient development of their debt, because after maturity of short-term debt 

before growth opportunities are implemented; there is an prospect in support of firms to recon 

territory and for debt to exist re-charge, therefore to achieves from new investment make not 

accumulate to debt proprietors [15]. 

According to Myers and Majluf (1984) that firms with high earnings have a tendency to achieve 

low debt summary for the reason that when firms are more beneficial their initial concern is to 

produce financing through retained earnings because they maximize the worth of the presented 

shareholders. When retained earnings are not satisfactory, the firms are able to go in favor of 

debt and if supplementary financing is required then they concern for new equity. Retained 

earnings is preferred by the firm because it approximately has no cost, however if the external 

capital be used on behalf of financing similar to issuance of new shares it might obtain 

particularly high expenditure [6].  

Myers and Majluf (1984) also argue that shareholders commonly identify to managers employ 

confidential information to concern with risky securities while they are expensive. This 

observation of shareholders direct leads to the less-pricing of new equity concern. Occasionally 

this less-pricing is extremely harsh and the origin of extensive failure to the accessible 
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shareholders. After analyzing this situation firms will avoid issuing new equity for financing new 

project; relatively they will initial accomplish their requirements of financing from inside 

produce resources subsequently issue debt if additional financing is compulsory and lastly issue 

equity as a final alternative. Krasker (1986) also articulate the similar that equity prices reduce 

while new issue of stock is specified. For the reason of this occurrence firms are disposed to 

finance new projects commencing internally generated resources or debt [16]. 

Stulz (1990) assumed when investors cannot examine moreover the spending assessments of 

organization otherwise the cash flow arrangement in the firm, they will utilize debt investment. 

Supervisors, in the direction of preserve reliability, will in excess of spend if it has additional 

money and under spends if it has inadequate money. Stulz (1990) also disputed that to decrease 

the cost of below investment and more investment, the amount of free cash flow be supposed to 

exist concentrated to administration by growing debt investment [23]. According to Harris and 

Raviv (1991) higher financial leverage positively affects firm’s value and high leverage increases 

financial obligation of the manager [18]. McConnell and Servaes (1995) both also offered 

supplementary proof on how much the growth rate of the firm could influence on the relationship 

between capital structure and firm performance. Firms with high growth rate may influence 

negatively among financial leverage and firm performance, whereas minimum growth rate of 

firm effects positively.  

 

According to Borigham and Gapenski (1996) an optimal capital structure is able to survive 

managed in that condition if there is a tax sheltering profit make available to enhance in debt 

intensity is equivalent to the bankruptcy costs. They both also recommend that managers of a 

fir m must be capable to recognize that when the optimal capital structure is achieved they must 

be struggling to continue it on that point. On that level the financing expenditures and cost of 

capital are decreased, in this way firm value and performance are growing [9]. On the other hand 

Majumdar and Chhibber (1997) achieved that intensity of debt to equity ratio (capital structure) 

relates inversely among firms financial performance. 

 

A few further study initiate related to the non linear association among decision-making 

ownership and firm importance in several promising markets, informative to facilitate 

organization and insiders contain the capability to connect in the expropriation of other 

investor’s profit. At minimum intensity of management ownership, an increase in organization 

equity investment directly support among the benefits of managers and investors, accordingly 

ever-increasing company’s importance. At comparatively maximum intensity of management 

control, an increase in organization equity resources formulates organization supplementary 

well-established and take away focus towards marketplace regulation, thus falling company 

assessment, by Cho (1998). While management control gets in touch with a significantly 

maximum level, the concentration between administrators and investors are completely 

associated. On this stage, organization follows greatest firm performance, and firm importance 

must be improved [13].  

 

Gleason and Mathur (2000) investigate the relationship between cultures, capital structure and 

performance of the firm, employing the data collect from traders within the 14 European nations, 

and they both illustrate that capital structure fluctuate by the cultural arrangement of traders 
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which are making stronger toward the addition of control variables that might be influence 

capital structure. Moreover, consequences as well illustrate that trader performance is not 

depending on the traditional impact. Wherever as well, capital structure may influences firm’s 

performance. Further research on the relationship between capital structure and a firm’s response 

to short tenure financial distress have exposed the outcome that firms with high debt ratio are 

more feasible than their less influence corresponding items to respond operationally to short 

tenure distress. The firms with high debt ratio are also more potential to acquire delicate 

measures such like reform resources and arranging off workers while performance depreciates 

[11]. 

 

Booth et al. (2001) initiate that debt proportion assorted significantly transversely in developing 

countries, however generally were not out of procession through equivalent information used for 

manufacturing countries. Inside all-purpose debt proportion in growing countries appear to be 

affect in the identical technique and in the similar nature of variables with the purpose of 

essential in industrial countries. On the other hand, there are logical variations within the means 

these proportions are affected by country issues, like as GDP growth rates, inflation rates, and 

improvement of investment markets [20]. 

 

Dessi and Robertson (2003) also present the idea that financial leverage influence confidently on 

the estimated performance of the firm, they also clarify this effect that low growth firms effort to 

depend on the debt for occupy the projected growth prospect and spending capital on the cost-

effective venture , hence it will enhance the firm performance [14].  

 

According to Abor (2005) that a mixture of capital structure determine which characterized short 

term debt, long term debt and total debt related negatively and statistically among firm 

performance. The conclusion submits to that firms rely on debt particularly, it will not attain tax 

protections and after that it leads to enhance debt expenditure of which the firm descriptions to 

the economic failure risks and decrease the return [14].  

 

Bunkanwanicha, Gupta and Rokhim (2008) examine the relationship between debt, decision-

making activities and firm performance in Thai and Indonesian markets. Their results draw 

attention towards the significance of the country-particular institutional surroundings in 

managerial ownership-associated organization harms [13]. 

The research furthermore illustrates an extremely substantial depressing correlation between 

financial leverage and profitability. Whereas according to the further research, age of the 

organization is appreciably and confidently related with financial leverage of the firm Ezeoha 

(2008). By making alterations in the level of debt, the value of the firm may increase or decrease 

to lead the firm moving towards or far away from industry averages [22]. 

 

Research objective 

There are two objectives of this study; one is to examine the influence of capital structure on the 

firm’s financial performance. Second one is it’s propose making a relationship between the 
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firm’s performance by level of geared companies and establish whether an optimal capital 

structure exists.  

 

Research Methodology and Empirical Results 

Sample and Sources of Data 

The sample of our study is Non-Financial sector of Pakistan there are 399 companies includes in 

that sector which are listed in KSE (Karachi Stock Exchange). Data used for to conduct this 

study is collected from the State Bank of Pakistan and Karachi Stock Exchange. The selected 

period for the research ranges from 2005 to 2011.  

Variables Description 

This section we present the description of these variables, how they are measured and what 

empirical evidence was found by previous studies. The following variables are used in the study: 

 

Table1: Summary of Dependent Variables Measurement 

Name of Variable Acronym Measurement 

Return on Equity ROE       Net Income 

  Shareholder Equity 

Return on Assets ROA       Net Income 

      Total Assets 

Return on Capital ROC       Net Income 

      Total Capital 

Earnings Per Share EPS               Net Income 

Weighted Avg. Outstanding Shares 
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Table2: Summary of Independent Variables Measurement 

Name of Variable Acronym Measurement 

Growth Rate (Sales) GR1 % Δ in Sales 

Growth Rate (Assets) GR2 % Δ in Assets 

Debt to Equity ratio D/E  Total Debt  

 Total Equity 

Assets Turnover Ratio TURN       Revenue 

Average Total Assets 

Gross Domestic Product GDP Annually given rate 

Interest Rate IR Annually given rate 

 

 

 

Model Specification 

The relationship between "dependent" and "independent" variables was analyzed by using the 

"Linear Regression Analysis" in this study is as follows: 

Y= α + βX + ϵ 
Where, "Y" is the dependent variable, "α" is constant, "β" is the coefficient of the explanatory 

variables, "X" is the explanatory variable and "ϵ" is the error term. 

ROE = α + β1 (GR1) + β2 (GR2) + β3 (D/E) + β4 (TURN) + β5 (GDP)   + β6 (IR) + ϵ 

ROA = α + β1 (GR1) + β2 (GR2) + β3 (D/E) + β4 (TURN) + β5 (GDP)   + β6 (IR) + ϵ 

ROC= α + β1 (GR1) + β2 (GR2) + β3 (D/E) + β4 (TURN) + β5 (GDP)   + β6 (IR) + ϵ 

EPS= α + β1 (GR1) + β2 (GR2) + β3 (D/E) +β4 (TURN) + β5 (GDP)   + β6 (IR) + ϵ 

 
 

Empirical Results and Discussion 

 

a) Descriptive Statistics 

 
Below table shows the descriptive statistics of all the dependent and independent variables used 

in this study.  
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Table A: Descriptive Statistics Data 

 

Mean 
Std. 

Deviation Skewness Minimum Maximum  

Return on Equity 24.5964 21.65103 .494 -34.12 82.24 

Return on Assets 9.4579 7.90793 .285 -11.20 28.16 

Return on Capital 18.4631 17.12391 .818 -18.77 67.79 

Earnings Per Share 7.5164 10.08949 2.081 -6.80 54.09 

Growth Rate Sales .1294 .15062 -.069 -.33 .52 

Growth Rate Assets .1635 .15432 1.222 -.07 .78 

Debt to Equity Ratio 1.7051 .82741 .892 .27 5.07 

Assets Turnover 1.1285 .72810 1.198 .18 3.47 

Gross Domestic Product 4.1300 1.66684 -.038 1.21 6.81 

Interest Rate 11.9821 2.05063 .290 9.08 15.61 

    

 

The summary of the descriptive statistics used in this research study is presented in Table A 

given above. As can be observed from the Table, the mean value of ROE is 24.5964, ROA is 

9.45795, ROC is 18.4631, EPS is 7.51643, GR1 is 0.129419428, GR2 is 0.163463641, D/E is 

1.705089286, TURN is 1.128482143, GDP is 0.0413, IR is 0.11982. It is also observed that GR 

(sales) and GDP are negatively skewed while ROE, ROA, ROC, EPS, GR (assets), D/E, TURN, 

and IR are positively skewed.  

 

b) Regression Results and Discussion 

 

This approach involves the estimation of a static regression analysis which captures any possible 

relationship between all dependent and independent variables. The regression coefficients 

indicate the amount of change in the value of dependent variable for a unit change in 

independent variable. 
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Model 1: ROE = α + β1 (GR1) + β2 (GR2) + β3 (D/E) + β4 (TURN) + β5 (GDP)   + β6 (Int. Rate) + ϵ 

[R=0.778
a
; R

2
=0.605; Adjusted R

2
=0.583; Std. Error of the Estimate=13.98265; F=26.856; ANOVA’s Test Sig.=.000

a
] 

  

Unstandardized Coefficients Standardized Coefficients 

t Sig. B Std. Error Beta 

 (Constant) 8.690 15.566  .558 .578 

Growth Rate Sales 4.181 10.428 .029 .401 .689 

Growth Rate Assets 29.281 9.615 .209 3.045 .003 

Debt to Equity 

Ratio 
-1.063 1.657 -.041 -.641 .523 

Assets Turnover 20.881 1.881 .702 11.098 .000 

Gross Domestic 

Product 
1.380 1.128 .106 1.223 .224 

Interest Rate -1.408 .944 -.133 -1.492 .139 

a. Dependent Variable: Return on Equity     

Above table shows the result of Model 1, the relationship between dependent variable (ROE) and 

independent variables (GR1, GR2, D/E, TURN, GDP and IR). The explanatory power of the 

model is 60.5%.  

 
Model 2: ROA = α + β1 (GR1) + β2 (GR2) + β3 (D/E) + β4 (TURN) + β5 (GDP)   + β6 (Int. Rate) + ϵ 

[R=0.788
a
; R

2
=0.621; Adjusted R

2
=0.599; Std. Error of the Estimate=5.00698; F=28.647; ANOVA’s Test Sig.=.000

a
] 

 

Unstandardized Coefficients Standardized Coefficients 

t Sig. B Std. Error Beta 

 (Constant) 7.444 5.574  1.335 .185 

Growth Rate Sales -.278 3.734 -.005 -.075 .941 

Growth Rate Assets 12.924 3.443 .252 3.754 .000 

Debt to Equity Ratio -2.315 .593 -.242 -3.903 .000 

Assets Turnover 7.289 .674 .671 10.819 .000 

Gross Domestic 

Product 
.624 .404 .132 1.546 .125 

Interest Rate -.577 .338 -.150 -1.708 .091 

b. Dependent Variable: Return on Assets     

Above table shows the result of Model 2, the relationship between dependent variable (ROA) 

and independent variables (GR1, GR2, D/E, TURN, GDP and IR). The explanatory power of the 

model is 62.1%.  
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Model 3: ROC= α + β1 (GR1) + β2 (GR2) + β3 (D/E) + β4 (TURN) + β5 (GDP)   + β6 (Int. Rate) + ϵ 

[R=0.851
a
; R

2
=0.724; Adjusted R

2
=0.709; Std. Error of the Estimate=9.24157; F=46.016; ANOVA’s Test Sig.=.000

a
] 

 

Unstandardized Coefficients Standardized Coefficients 

t Sig. B Std. Error Beta 

 (Constant) 6.544 10.288  .636 .526 

Growth Rate Sales -.945 6.892 -.008 -.137 .891 

Growth Rate Assets 22.606 6.355 .204 3.557 .001 

Debt to Equity Ratio -2.175 1.095 -.105 -1.987 .050 

Assets Turnover 18.717 1.243 .796 15.052 .000 

Gross Domestic 

Product 
.952 .746 .093 1.277 .204 

Interest Rate -1.085 .624 -.130 -1.739 .085 

c. Dependent Variable: Return on Capital     

Above table shows the result of Model 3, the relationship between dependent variable (ROC) 

and independent variables (GR1, GR2, D/E, TURN, GDP and IR). The explanatory power of the 

model is 72.4%.  
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Model 4: EPS= α + β1 (GR1) + β2 (GR2) + β3 (D/E) +β4 (TURN) + β5 (GDP)   + β6 (Int. Rate) + ϵ 

[R=0.717
a
; R

2
=0.514; Adjusted R

2
=0.486; Std. Error of the Estimate=7.23530; F=18.475; ANOVA’s Test Sig.=.000

a
] 

 

Unstandardized Coefficients Standardized Coefficients 

t Sig. B Std. Error Beta 

 (Constant) .692 8.054  .086 .932 

Growth Rate Sales -2.721 5.396 -.041 -.504 .615 

Growth Rate Assets 20.966 4.975 .321 4.214 .000 

Debt to Equity Ratio -.866 .857 -.071 -1.010 .315 

Assets Turnover 9.122 .974 .658 9.370 .000 

Gross Domestic 

Product 
-.106 .584 -.018 -.182 .856 

Interest Rate -.386 .488 -.079 -.791 .431 

d. Dependent Variable: Earning Per Share     

Above table shows the result of Model 4, the relationship between dependent variable (EPS) and 

independent variables (GR1, GR2, D/E, TURN, GDP and IR). The explanatory power of the 

model is 51.4%.  

 

c) Correlation  

The Pearson correlation was used to measure the degree of the linear association between 

independent and dependent variables. It was used to find how closely related variables with each 

other in this research. This relationship is assumed to be linear, and the correlation is a measure 

of how closely collected data points are about a correlation line. Correlation ranges from -1 to 

+1. The correlation between the variables is reported in below table. 
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Table C: The Pearson Correlations Matrix 
  ROE ROA ROC EPS GR1 GR2 D/E  TURN GDP IR 

 

R

O
E 

Pearson Correlation 1          

Sig. (2-tailed)           

R

O
A 

Pearson Correlation .937
**

 1         

Sig. (2-tailed) .000          

R

O

C 

Pearson Correlation .963
**

 .939
**

 1        

Sig. (2-tailed) .000 .000         

E

P
S 

Pearson Correlation .804
**

 .774
**

 .802
**

 1       

Sig. (2-tailed) .000 .000 .000        

G   
R1 

Pearson Correlation .171 .118 .135 .155 1      

Sig. (2-tailed) .071 .217 .155 .103       

G
R2 

Pearson Correlation .183 .213
*
 .161 .278

**
 .432

**
 1     

Sig. (2-tailed) .054 .024 .090 .003 .000      

D/

E 

Pearson Correlation .038 -.177 -.017 .005 .149 -.019 1    

Sig. (2-tailed) .691 .061 .855 .954 .117 .840     

T

U

R

N 

Pearson Correlation .718
**

 .657
**

 .797
**

 .643
**

 .129 -.025 .137 1   

Sig. (2-tailed) .000 .000 .000 .000 .176 .791 .150    

G

D

P 

Pearson Correlation .240
*
 .297

**
 .239

*
 .077 -.020 -.033 -.113 .065 1  

Sig. (2-tailed) .011 .001 .011 .419 .832 .731 .237 .499   

IR Pearson Correlation -.257
**

 -.298
**

 -.268
**

 -.114 .226
*
 .137 .045 -.120 -.687

**
 1 

Sig. (2-tailed) .006 .001 .004 .232 .017 .151 .641 .208 .000  

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 
 

The correlation matrix for the variables is reported in above table in order to examine the 

correlation between the explanatory variables. The result shows that ROE and IR are negatively 
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correlated of -.257 respectively, while ROE as a dependent variable have positive relationship 

with all other explanatory variables. The correlation of ROA of all non-financial sectors with 

independent variables D/E and IR are negatively correlated of -.177 and -.298 respectively, ROA 

with all other independent variables have positive correlation. ROC of selected non-financial 

sector positively correlated with explanatory variables, other than D/E and IR, these both 

independent variables have negative relationship with ROC at points -.017 and -.268. On the 

other hand the Pearson correlation of EPS with independent variable IR is negatively correlated 

at point -.144 respectively, while EPS positively correlated with all other independent variables.  

The variance-covariance among variables is too high for ROE and ROC which is on the higher 

side (96.30%). This indicates that both these variables represent the same economic 

phenomenon.   

 

 
Results Discussion and Conclusion 

This research study examines the impact of capital structure on firm’s financial performance of 

Pakistani non-financial sector. The annual based data over the period 2005 to 2011 is collected 

from Karachi Stock Exchange (KSE). Our research is based only on selected sample and using 

financial performance measures (ROE, ROA, ROC and EPS).  
 

After applying the models, we find all our research models are significant. In model 1 and 4 GR2 

and TURN are highly significant explanatory variables. In model 2 and 3 GR2, D/E and TURN 

are highly significant explanatory variables. All other explanatory variables (GR1, GDP and IR) 

have highly insignificant impact on firm’s financial performance measures. The study finds that 

D/E ratio have insignificant impact on ROE, this result shows that capital structure of a firm is 

negatively related with the firm’s performance in case of using return on equity as an element of 

performance. On the other hand our research finds that D/E ratio have significant impact on 

ROA, this results shows that capital structure of a firm is positively related with the firm’s 

performance in case of using return on assets as an element of performance. GDP and IR both 

are including in our research as an explanatory variables, after analyzing the results we conclude 

that GDP and IR both have insignificant impact on firm’s performance. This result shows that 

both economic indicators are negatively related with the performance of firm in case of non-

financial sector. The explanatory powers of models 1, 2, 3 and 4 are 60%, 62%, 72% and 51% 

respectively. All models of our research are highly significant which means that capital structure 

has significant impact on firm’s financial performance in case of Pakistani non-financial sector. 

These results, in general, lead to the conclusion that capital structure choices are an important 

determinant of financial performance of firms.  

  

There are few major limitations of this study. Firstly, the data was only available of non-financial 

sectors over the period of 7 years starting from 2005 to 2011. Secondly, due to unavailability of 

data for all non-financial sectors, we have performed our analysis only for seven years period 

which is not enough. More consistent results may be calculated by using longer time series. 

Thirdly, the unavailability of financial sector data we cannot draw the comparison picture of both 

sectors and to analyze the relationship between capital structure and firm’s financial 

performance.      
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Financial Sector Reforms & Comparison Among The Conventional Banks 

(A Case of Pakistan) 

Rizwan Ali* Mudassar Hasan** Rameez-ur-Rehman*** 

Abstract  

The banking sector in Pakistan has been reform for the period of previous several years all the 

way through financial reforms liberalization and the effort of confidential banks, 

denationalization of public sector banks, and restriction for the provident procedures. Even 

though banking sector development and growth is essentially significant on the earlier stage of 

financial and economic growth, conventional liberalization overconfident a standardized bank 

role possibly will not essentially encourage growth rate. The main purpose of this research study 

is to analyze that how to improve Pakistani commercial banking efficiency throughout 

operational specialization, diversification and size of growth with respect to financial sector 

reforms and the effects of reforms on commercial banking. Bank efficiency into the terms of 

earnings has been improved, and other competitors have been performing efficiently, however 

the distribution of their efficiency remainder broadly. The other private internal banks in general 

established on the method to be amongst the majority efficient, and for a while well-performed 

as compare to others like foreign banks along with the condition of reforms. The influences of 

these transforms taking place on banks efficiency and comparative proficiency are also 
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examining with different methods. There are several methods and research model which are used 

for check compression, relationship, dependency of data among the commercial banks. We 

calculate individual performance of each bank with respect to others on the basis of four 

different tackles, Descriptive of Data, Analysis of Variance, Least Square Difference and 

Multiple-Regression Model.  

Introduction  

 

The financial sector reform in the Pakistan are supposed to be analyzed in a generally 

“macroeconomic structure”, compared to the background of the general procedure of the reforms 

executed throughout the previous several years, also the reinforcement of Central bank’s 

capability towards regulating, supervising and improving sector. Macroeconomics circumstances 

taking an opportunity intended for to enhancing with the purpose of organizational reforms were 

dynamically followed and as well the State Bank of Pakistan attained self-sufficiency and 

efficiency on the method to facilitate the financial sector and initiated to illustrate various 

understandable consequences. Lacking of these fundamentals into identify, it is difficult  towards 

considering if  some important improvement possibly will be achievable. Financial liberalization, 

conversely, is described the same as strategy measures calculated on the method to deregulate 

convinced procedures of the financial structure and transform its construction through an 

observation to realizing a liberalized market concerned by means of structure with an suitable 

regulatory context. The financial sector reforms are supposed to lead in the way of increasing 

into the loan able finances through interesting further internal savings to bank deposits payable 

towards maximum interest rates. This, inside revolve, should effect during better investment as 

well as earlier financial and economic growth. 

The banking sector is only one of the generally extraordinarily important and incontrovertible 

elements of market financial system. The improvement in banking system, product 

manufacturing and the distribution performed into equivalent and was intimately constrained. 

Banks are producing money, cash and financial credit, crediting financial system and performing 

the same as intermediaries during redistribution and reallocation of the resources, efficiently 

increase in the conventional efficiency of manufacture, encouraging the public employment 

capability development. In present the modern banking structure is the most important element 

of the national financial system of any developed country. The practicable responsibilities of 

banks are well-defined the same as organization of the state’s paying as well as accounting 

structures. The most important part of banking structure’s profitable negotiates is accepted 

throughout the entire deposits, savings and the credit procedures. Alongside through the further 

financial intermediaries, banks direct people’s savings towards the institutions and industrialized 

organizations. The profit-making or commercial banks, operating in accordance through the 

monetary policy of the state, standardize association of cash surpluses; have an effecting on the 

rate of their earnings, production and conventional group together with the quantity of cash, 

being in circulation. These banks encourages overall public just before deposit their money in the 

banks and suggests an extensive diversity of examines like as: “Deposit Mobilization”, “Money 

Transfer Financing Working Capital”, and “Call money operations”. 
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Nowadays the modern banking structure is the bubble of differentiated services towards the 

customers: from the conventional “deposit-loans” and “calculation-cash procedures”, “influential 

the construct of banking”, on the method to the advanced forms of monetary and financial 

mechanisms, which are exercised through the banking sectors. These days the performance of 

banks is changing. The functions of one financial-credit organizations are being expanded. The 

further new financial institutions are as well being produced. Banks are being converted into 

furthermore independent structure. The structure of “intra-banking” and “inter-banking” service 

is in process of existence and developed stage.  

 

Literature Review  

The Pakistan’s banking sector have been controlled by the government own maintained 

organizations. They provided accommodation towards the financial requirements of the 

government, public companies and also for the private sectors (Khan, 1995). The public sector 

governance, along with the others, illustrates the way towards ineffectiveness within the banks 

division (Haque, 1997). Financial and monetary effectiveness of banking structure continued 

short down with the purpose of lead towards low investments and assets procedures within the 

private sector which end result into the low growth rates (Khan and Khan, 2007). That type of 

difficulties incorporate the determined control of the financial benefits, high rate of taxes along 

with the constricted diversity of manufactured goods include not to be differentiated interested in 

customer and credit financing decisions (Haque, 1997 and Limmi, 2002). The concentrated 

supervisory bodies as well as decision-making organization are important for dealing among the 

financial crises along with encourages the well-organized purpose of the financial marketplace 

(Caprio and Klingebiel, 1997). Consequently, Challenges are to originate a suitable controlling 

structure with the purpose of facilitates the banking structure to be furthermore resistant towards 

bankruptcy. Controlled through adding collectively instance, development and quickness of the 

reorganizing and restructuring procedures is particularly significant intended for effective 

reformation procedures (Khatkhate, 1998 and Alawode and Ikhide, 1997). Furthermore, an 

improvement in fiscal structure has particularly significance on the method towards eliminating 

the market deformations (Eatwell, 1996; Mavrotas and Kelly, 2001). The financial sector in 

Pakistan is still being less than the reforms and development procedures over a decade, 

consequently early from 1990’s. Some of the main object of such financial structure 

improvements has eliminating the ineffectiveness of financial inter-mediations along with 

sustaining the consistency and developing the growth opportunities. 

In the process towards improving the effectiveness of institutional structure, Government 

introducing “macro-economic” and also “financial sector controlling plans”. The worldwide 

organizations the same as IMF, The World Bank and Japan Government make availability of 

technological support the same as BSAL in 1996. During the progress enchantment of this 

processes have been into a continuing procedure during earlier 1997. The most important 

concerns of that reforms program have been taking place the improvement of non performing 

finances, reduction the expenditure of remaining workforce, closing the more comprehensive 

subdivisions, privatization of banks, and introduction of global accounting principles, 
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reinforcement provident instruction along with organization of the banking encourages. 

Throughout the period of 1998, and 1999, the reform procedures are experienced imperfectly. 

In 2000 the Government of Pakistan has been determined schedule of the system towards 

evaluating the reforms procedures. Consequently, the government has attempted the World Bank 

towards contract maintains considered in support of reinforcement of the reforms procedures. 

The same as a consequence the World Bank accepted an acknowledgment intended in support of 

the “Pakistan Banking Sector Restructuring and Privatization Project” (PBSRPP). The most 

important central point of PBSRPP have been taking place the method to develop the 

effectiveness of government owned banks through increasing the expenditure formation, 

comprehensive denationalization of banks, liberalizing bank subdivision strategy, decreasing in 

taxes policies, incorporation of nationalized investments plans on the system towards the 

monetary and financial markets, discontinuance the essential conferences of the international 

money credits with the money-making banks, as well as the reinforcement of central bank 

towards connecting within the exercise of an efficient responsibilities the same as a overall 

banking sector controlling system (Qayyum and Ahmed, 2006). 

Consequently, according to the guiding principle constructs presented into the dealings among 

the contributors, the Government of Pakistan and State Bank of Pakistan have been reserved 

different steps towards reorganizing financial sector for the betterment of financial system. These 

contain privatization of “NCBs”, “corporate governance”, “assets growth”, “developing capital 

value”, “customer financial matters”, “officially permitted reforms”, “prudential regulations”, 

“E-banking”, “credit rating”, “decreasing in the corporate taxation procedure”, and “human 

resource development” as well (SBP, 2005). These were estimated with the purpose that these 

reforms processes possibly will cause positive and significant economic benefits throughout a 

further efficient organization of internal investments and efficient distribution of capital. 

Currently there is an insufficient research studies are presented on banking efficiency in context 

of Pakistan. Some are included as Musleh-ud-Din (1996), Akhter (2002), Burki & Niazi (2003) 

and Qayyum & Ahmed (2006). Not some of these are well proposed as the succeeding towards 

new generation reforms and their influences. Consequently, there is requirement of complete 

evaluation of the affects of financial sector reforms (particularly for the 2nd stage of reforms i.e. 

2002) on banking effectiveness. Considered on behalf of this purpose we used the data from 

2001 to 2009 intended for 22 internal and also foreign commercial banks. 

After that section, subsequent towards introduction, provides an general idea and overview of the 

status of banking sector and reforms in Pakistan, in section three there is detailed about research 

methodology and the fourth section gives details about results with explanation. In final section 

of this study we give conclusion of our findings.  

 

Review on Financial Sector Reforms 

  

The financial sector in Pakistan comprises regulatory body, money-making banks, improvement 

of financial institutions along with the stock market. Previously the financial sector were 

controlled and structured through three most important institutions; the first one is State Bank of 

Pakistan (SBP), secondly Pakistan Banking Council (PBC) and the third one is Corporate Law 

Authority (CLA). State Bank of Pakistan operates the same as the central bank, Pakistan Banking 

Council exercised towards monitoring the performance of state-owned banks, and CLA controls 
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in general on the whole equity market in state. Pakistan controls an extensive variety of financial 

organizations, such as “commercial banks, concentrated banks, public investments plans, 

insurance corporations, financial development institutes, savings banks, stock exchanges, 

corporation brokerage houses, leasing companies, concession quarters, microfinance associations 

and Islamic banks”. These financial institutions recommend the complete variety of goods and 

services together taking place the assets and liabilities elevation as well. The financial extending 

have be made stronger throughout previous several years, however, the money-making banks or 

commercial banks with the extreme leading company bookkeeping. The banking sectors have 

being currently expanded the manufactured goods substructure along with conventional exposed 

a set of improvement. They contained extended the outreach towards agriculture, SMEs, credit 

financing as well as customer financing. Not simply to facilitate the expanded loaned portfolios 

moderates risk although as well increases in the buying authority of an outsized section of public 

with the purpose of absolutely close away from the credits marketplace. Pricing and payment 

intended in support of mainly important the financial services are currently established through 

banks latent on the determined institution. The SBP and Government both are not provide any 

information and interferences. Earlier in the method of the reforms, there were supported 

financially lending rates intended for the main concerning sectors as well as the paid rate by the 

Government taking place its borrowing throughout the banking structure were abnormally 

attached by lower side of market rate. The governmental and public sector organizations may 

possibly contain just before paying the market base interest rates on debt elevated throughout the 

banking structure. On the other hand, the government have comprehensive the capitulate arch 

(yield curve) through elevating finances in support of longer maturity that is equal to the 20 

years. The bonds also called “Pakistan Investment Bonds” which perform similar to the 

benchmark intended for the corporation of debt market. Insurance facilitation companies and 

other funds to facilitate encompass the strong desire proposed in favor of investments into the 

given extended mechanisms preserve currently discover opportunities towards equivalent their 

liabilities. On the similar instance well supposed corporation among extended development 

schemes preserve currently issue bonds on the method to increase resources of preferred time 

period. The bonds are not exchangeable before than the time of their maturity period although be 

acceptable towards operated without any control into the secondary marketplace. The numbers of 

international corporations have been elevated long-standing resources all the way throughout 

corporation bonds. State Bank of Pakistan was established by the Government of Pakistan on 1st 

July 1948, which playing role as a central bank in the country.  The SBP was in cooperation 

possessed by the Government of Pakistan and private sector as well. During the following years 

the government situate encouraging completely nations owned bank specifically National Bank 

of Pakistan. The Pakistan government has state-owned the entire banks during 1974 on the 

system towards formulate credit accessibility towards main concerning sectors of the financial 

system in country’s financial system (Haque and Kardar, 1993). These steps of nationalization 

absolutely wipe along expose the private sector from the banking industry. The nationalization 

has an effect on the performance as well as effectiveness of the banks. Following towards 

analyzing the performance of state-owned organizations intended in favor of the decade, 

government have been determined towards improving the strategy choices of nationalization 

immediately before promoting private sector contribution, enhancing effectiveness as well as 

encourage challenges amongst banks. Therefore, the Banks Nationalization Act, 1974 was 
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amended in 1991. The same like an initial stage twenty three banks were acceptable to do effort. 

Out of all these banks, only ten banks belong to internal sector and the remaining were 

international or foreign banks. 

 

Throughout the procedure of denationalization and privatization of Nationalized Commercial 

Banks (NCBs) have furthermore being in progress. On the initial step two nations possessed 

banks these are MCB and ABL, both banks were privatized. The procedure of their privatization 

obtained two years intended for towards completion. In 1991, 26 percent shares of MCB and 

ABL were offered to the private sector. Follow in the system of floating 49 percent extra shares 

of MCB for the duration of 1993. Accordingly, the supervisory body and control management of 

MCB have been conveying towards the customers. Under the ESOP 25 percent shares of ABL 

were deposit up for sale to private sector in August 1993. The similar towards the consequence 

supervisory body as well as control management of the bank were passed over towards the 

Employee Management Group (EMG). The SBP has been as well determined on the system to 

develop the responsibility and position the same as the decision-making organization of banking 

sector. While the initial stage of that decision, in 1993 the SBP recommends banks to situate 

periodical improvement objectives, present their improvement as well as development 

information and also originate policies towards improving their potential recovery. Moreover, in 

1997 SBP has amended exposure principles and banks were intended for to propose their yearly 

financial records taking place latest format as per through worldwide accounting practices. The 

SBP implemented two innovative methods towards monitoring as well as evaluating the 

performance of every bank in the country. Furthermore downward to the direction of reforms in 

1997 the Government of Pakistan make improvements two important banking laws such as the 

SBP Act (1956) and the Banking Companies Ordinance (1962). Additionally, the Pakistan 

Banking Council was disregarded and the State Bank of Pakistan have been specified the 

exclusive responsibility for towards controlling the overall banking sector. The entire 

arrangements along with eliminations of Chief Executives and Board of Nationalized 

Commercial Banks (NCBs) and Development Financial institutions (DFI) are nowadays essential 

on the way to completed by the endorsement of State Bank of Pakistan. In addition the Banking 

Tribunal Ordinance (1984) and Banking Companies (Recovery of Loans) Ordinance (1997) were 

abolished throughout the communication of Banking Companies (RLACF) order (1997). 

Interested in classifying towards reinforce the SBP’s responsibility the same as self-governing 

and well-organized controller, the Government as well determined to reorganize the SBP. 

Furthermore, in the way of regulating capital market, leasing and savings banks a latest 

institution specifically the SECP which were created in 2001. The SECP has replaced CLA also 

be converted into an independent authority in the country. At the present time there are two main 

regulatory bodies of financial sector such as the SBP and also the SECP. 

 

Karachi Stock Exchange (KSE) is a most important resource of elevating and as well increasing 

in the equity funds. Through the market capitalization containing approximately $25 billion and 

100 listed companies, IOSCO principles are authentically be valid and enforcement capability of 

the Securities and Exchange Commission of Pakistan (SECP) has been improved.  
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Objectives of the Study  

× Capital mobilization  

× Enhance the productivity   

× Precise the risk-return    

× Explore the best point of banking business  

 
Research Methodology and Empiric Results 

 

The Concept of compression or performance  

 

The greatest practices and front line principles are a most efficient transformation of particular 

contributions into the maximum achievable productivity. In other terms, it reflects the capability 

to generate an enhanced specific productivity at very low rate. According to the method for to 

analyze performance of banks comparatively towards the most excellent perform, it is essential 

to have an experimental standard which can essentially be determined by means of those 

productive elements which helps towards distributing the general knowledge. In this research 

purpose we used data from 2001 to 2009 for 22 internal and foreign commercial banks. 

 

The Sample 

The banking sector in Pakistan has observed more significant transform and growth in terms of 

private sector contribution, divestment of public sector banks. At present we have selected 22 

Conventional Banks including local and foreign which illustrated their most excellent 

performance in couple of years particularly after the global recession; we focus on those banks 

whose reflect the best opportunity to create business intended for the shareholder with the entire 

value of Risk-Return uniqueness. 

 

Sources of Data & Selected Variables  

Annually basis financial reports of all banks for the time period of 2001 to 2009 (excluding 

2008) have been used for the data collection. On behalf of this purpose there are other different 

sources have been used; finally we use Stock Exchange except accounting year 2008 only 

because at that Stock Exchange was freeze. Variables picked for compression among all selected 

banks are cash dividend, profit after tax, paid-up-capital, sales, equity, total assets, profit before 

tax, bank charge and ordinary shares.  

Methodology and Empirical Results 

There are several techniques and model which are used worldwide for check compression, 

relationship, dependency of data. We calculate individual performance of each bank with respect 

to others on the basis of four different tackles 1) Descriptive of Data, 2) ANOVA (Analysis of 

Variance), 3) LSD (Least Square Difference), and 4) Multiple-Regression Model. Calculate 

Descriptive of data through SPSS software, ANOVA; a statistical method designed for making 

immediate evaluations among two or more means; a statistical method that yields values that can 

be tested to determine whether a significant relation exists between variables with complete its 

assumptions which are Randomness, Normality and Equality of Variance. Fisher’s LSD is a 
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method for comparing treatment group means after the ANOVA null hypothesis of equal means 

has been rejected using the ANOVA F-test. If the F-test fails to reject the null hypothesis this 

procedure should not be used. The main purpose of multiple regression models is to learn more 

about the relationship between several independent or predictor variables and a dependent or 

criterion variable. We use SPSS for multiple regression models to calculate the relationship as 

well as conclude the inference in quantitative form.   

 
The line chart shows some interesting trends, the total number of shares of all the Banks are 

slightly increasing from 2001 to 2009 while the Paid up capital and Equity showing a rapid 

decline from 2001 to 2003. After that Equity shows slightly increasing trend till 2009 but the 

Paid up capital has no significant change from 2003 to 2009. 
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Some other variables behaving differently which can be observed in this line graph that sales and 

profit before tax is showing downwards trend while the Total Asset has increasing trend. There’s 

vital change in Total Asset from 2005 to 2009. 
CD =bo+ b1 PAT + b2 PUC  + b3 BC + b4 sales + b5 equity + b6 TA + b7 PBT + b8 share 

 

Cash dividend is considered as a dependent variable while PAT, PUC, BC, sales, equity, TA, 

PBT and share are independent/explanatory variables. 

ANOVA 

Model Sum of Squares df Mean Square F Sig. 

 Regression 16735.224 2 8367.612 21.615 .000 

Residual 60389.694 156 387.113   

Total 77124.918 158    

 

 

Multiple regression analysis has applied; in ANOVA table the p-value tells us that the overall 

model is significant. 

 

 

 

 



                                                                                                          2014 Proceedings of the Academy of Finance 

 

27 
 

 

 

 

Model 

Unstandardized Coefficients 

t Sig. B Std. Error 

 (Constant) -.693 3.241 -.214 .831 

NO. OF SHARE  .034 .009 3.859 .000 

TOTAL ASSET (MILL)  .031 .009 3.631 .000 

    

Multiple regression analysis applied on Cash dividend (dependent) and nine independent 

variables but with the help of backward method cash dividend is best described by Total number 

of shares and Total Assets. Now the modal can be written as: 

 CD= b0 + b1 TA + b2 Share 

CD=-.693+ 034   (TA) +.031 Shares 

Same procedure is applied for stock dividend keeping the explanatory variables remains same as 

for cash dividend. 

ANOVA 

Model Sum of Squares df Mean Square F Sig. 

 Regression 6016.795 3 2005.598 10.711 .000 

Residual 18912.034 101 187.248   

Total 24928.829 104    

ANOVA tells us the same story that the model is significant.  

Model 

Unstandardized Coefficients 

t Sig. B Std. Error 

 (Constant) 8.807 2.672 3.297 .001 

NO. OF SHARE  .010 .006 1.725 .088 

SALES (MILL)  -.014 .008 -1.839 .069 

TAXATION  .020 .005 4.245 .000 

 

SD =bo+ b1 PAT + b2 PUC  + b3 BC + b4 sales + b5 equity + b6 TA + b7 PBT + b8 share 
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Stock dividend is considered as a dependent variable while PAT, PUC, BC, sales, equity, TA, 

PBT and share are independent/explanatory variables. 

Above table shows that only three variables are best describing the SD. Now the modal can be 

written as:  

CD= b0 + b1 Shares + b2 Sales+ b3 Taxation  

CD= 8.807 + (010) Shares + (-.014) Sales+ (.020) Taxation  

 

 
Above graph shows that Taxation and profit after tax almost have same trends in different years.  Rapid 
increase can be in seen in taxation and PAT from year 2002 to 2004 and same thing can be monitored 
for both the variables between 2004 and 2006, 2007 but this time trend is decreasing not increasing. 

 

 

ANOVA 

Model Sum of Squares df Mean Square F Sig. 

 Regression 1229094.686 2 614547.343 14.968 .000 

Residual 7759630.112 189 41056.244   

Total 8988724.798 191    

 When sales taken as a dependent variable and TA, PUC, EQUITY, NO. OF SHARE as 

independent variable the results are same that the modal is significant. 
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Complete modal can be written as: 

Sales =bo+ b1 TA + b2 PUC + b3 BC + b4 equity +b5 share 

 

 

Coefficients 

Model 

Unstandardized Coefficients 

t Sig. B Std. Error 

 (Constant) 111.246 18.797 5.918 .000 

EQUITY (MILL)  .386 .080 4.840 .000 

TOTAL ASSET (MILL)  -.206 .065 -3.159 .002 

    

According to the table sales are best describing by the Equity and TA. Backward method applied 

and with the help of coefficients Table modal can be written as:       

Sales =bo+ b1 TA + b2 equity  

Sales =111.246 + .386(TA) + (-.206) equity  

  



2014 Proceedings of the Academy of Finance 

 

30 
 

In preceding results shows the most important variables among selected variables with their 

significance. 

ANOVA 

  Sum of Squares df Mean Square F Sig. 

PAID-UP CAPITAL 
(Rs. In mil)  

Between Groups 3701400.161 7 528771.452 16.802 .000 

Within Groups 5853646.708 186 31471.219   

Total 9555046.869 193    

NO. OF SHARE  Between Groups 5391559.573 7 770222.796 28.965 .000 

Within Groups 4945949.010 186 26591.124   

Total 1.034E7 193    

EQUITY (MILL)  Between Groups 2028048.857 7 289721.265 11.247 .000 

Within Groups 4791278.226 186 25759.560   

Total 6819327.083 193    

TOTAL ASSET 
(MILL)  

Between Groups 392746.492 7 56106.642 1.104 .363 

Within Groups 9455967.318 186 50838.534   

Total 9848713.810 193    

SALES (MILL)  Between Groups 544809.828 7 77829.975 1.696 .112 

Within Groups 8443914.970 184 45890.842   

Total 8988724.798 191    

PROFIT BEFORE 
TAX  

Between Groups 957356.355 7 136765.194 2.350 .026 

Within Groups 8845723.850 152 58195.552   

Total 9803080.204 159    

TAXATION Between Groups 1023251.201 6 170541.867 2.154 .053 

Within Groups 8552216.051 108 79187.186   

Total 9575467.252 114    

PROFIT AFTER TAX Between Groups 626083.937 7 89440.562 1.377 .219 

Within Groups 9876158.867 152 64974.729   

Total 1.050E7 159    

CASH DIVIDEND  Between Groups 1810.135 7 258.591 .596 .759 

Within Groups 80729.469 186 434.029   

Total 82539.604 193    

STOCK DIVIDEND Between Groups 5621.141 7 803.020 4.802 .000 

Within Groups 31105.360 186 167.233   
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ANOVA 

  Sum of Squares df Mean Square F Sig. 

PAID-UP CAPITAL 
(Rs. In mil)  

Between Groups 3701400.161 7 528771.452 16.802 .000 

Within Groups 5853646.708 186 31471.219   

Total 9555046.869 193    

NO. OF SHARE  Between Groups 5391559.573 7 770222.796 28.965 .000 

Within Groups 4945949.010 186 26591.124   

Total 1.034E7 193    

EQUITY (MILL)  Between Groups 2028048.857 7 289721.265 11.247 .000 

Within Groups 4791278.226 186 25759.560   

Total 6819327.083 193    

TOTAL ASSET 
(MILL)  

Between Groups 392746.492 7 56106.642 1.104 .363 

Within Groups 9455967.318 186 50838.534   

Total 9848713.810 193    

SALES (MILL)  Between Groups 544809.828 7 77829.975 1.696 .112 

Within Groups 8443914.970 184 45890.842   

Total 8988724.798 191    

PROFIT BEFORE 
TAX  

Between Groups 957356.355 7 136765.194 2.350 .026 

Within Groups 8845723.850 152 58195.552   

Total 9803080.204 159    

TAXATION Between Groups 1023251.201 6 170541.867 2.154 .053 

Within Groups 8552216.051 108 79187.186   

Total 9575467.252 114    

PROFIT AFTER TAX Between Groups 626083.937 7 89440.562 1.377 .219 

Within Groups 9876158.867 152 64974.729   

Total 1.050E7 159    

CASH DIVIDEND  Between Groups 1810.135 7 258.591 .596 .759 

Within Groups 80729.469 186 434.029   

Total 82539.604 193    

STOCK DIVIDEND Between Groups 5621.141 7 803.020 4.802 .000 

Within Groups 31105.360 186 167.233   

Total 36726.501 193    
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Conclusion & Recommendations 

 

This research study basically analyzing the overview of the Pakistani conventional banking 

sector and also evaluates the banks performance and relationship between selected dependant 

and independent variables with risk adjusted investment tendency using ANOVA, LSD and 

multiple regression evaluation models. Banking industry in Pakistan is still in growing phase. 

Conventional banks perform better results as compare to Islamic but still Islamic Banks 

continuously doing well to enhance their investment with sustainable returns. Whereas results 

also show some of the banks under perform, these banks are facing the diversification problem. 

Worldwide there had been not an exponential growth in this industry but much batter still. The 

need of an hour is to mobilize saving of the individual investors through the offering of variety 

of opportunities (with different set objectives). The success of this sector depends upon the 

performance of banking industry and the role of regulatory bodies. By means of conducting this 

research study, the researcher felt many things, which should be done to upgrade the status of 

banking industry. So, taking full advantage of this platform, the researcher wants to recommend 

certain things to the people who would like to do some further study upon this topic. There are 

also some suggestions for the authorities or the people who can do something practically for 

evaluate the performance and comparison of banking industry. 1
st
 of all this study has been 

conducted on a small scale and it covers only conventional banks. The same study could be 

accomplished on large scale to find better effects of reforms in particular financial institutes, 

Considering all banks that perform their functions either in Conventional or Islamic.   

Secondly a request to government authorities is that they should enhance this sector to make the 

best possible polices to attract the investor and to promote the value of banking sector through 

different return policies. Thirdly being a researcher, founds many other ways to promote banks 

and to make vital ratio in between investment opportunities. Awareness must be developed in 

public about this move toward, the higher management can make the best opportunities of banks 

with analysis all the parameters of risk and also calculate or manage the level of returns.   
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Firm Performance, Macro-Economic Variables and Firm Size 

(Non-Financial Sector of Pakistan) 

 

Rameez-ur-Rehman* Rizwan Ali** Mudassar Hasan*** 

Abstract  

The study explores the relationship between firm performance, macro-economic variables and 

firm size. The analysis was conducted over a period of 12 years, for seven non-financial sectors 

of Pakistan economy. For this purpose, the fixed effect model was used because our observations 

do not form random sample. Nine different models were developed and Ordinary Least Square 

regression was performed using STATA software. The analysis was conducted in three different 

phases. In the first phase, estimation of models considering all co-efficient constant across time 

and individuals (Sector) was conducted. In the second phase, to know the significant difference 

among the sectors with respect to firm size, return on assets & earnings per share, we applied 

LSDV model and kept sectors constant. There were 7 sectors so; we introduced six dummy 

variables taking Textile Sector as base line category. In the third phase, to know about the time 

impact, as we had 12 years data, so, we introduced 11 dummies taking 1999 as base year. 

Furthermore, descriptive analysis was also conducted in order to enrich the analysis. The results 

of the study indicate that the size and performance of firms both depend upon financial ratios and 

macro economic variables included in the study. There is significant difference in terms of size 

and performance between all sectors. There is significant difference in terms of size and 

performance when measured over the time especially between 2008-2010 and prior period.  
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Introduction  

 

The subjects of financial performance, macro-economic variables and firm size have obtained 

important concentration from researchers into the different fields of industry. It has also been the 

most important concern of business practitioners (managers and entrepreneurs) in all types of 

businesses from the time when financial performance, macro-economic variables and firm size 

has consequences towards organization’s health and eventually its continued existence. A 

company entity these days have to been resourceful in order to perform and also remain in the 

business industry. A lot of professionals describe performance in different ways. Watkins (2007) 

describes performance the same as valuable results, achievements or involvements of an entity 

group as well as a corporation, not considering of preferred or else required procedures. Enos 

(2007) described performance as an accomplishment of tangible, particular, measurable, valuable 

and independently significant purposes. Efficiency measurement is individual element of an 

organization’s performance. Efficiency can be measured by method of value to maximization of 

output, minimization of expenditure and maximization of earnings. The organization is 

considered the same as theoretically efficient if it is proficient to achieve maximum outputs from 

specified inputs or minimize inputs used in the manufacturing of particular outputs. The 

objective of manufacturers is to stay away from wasting. A combination of studies has been 

accepted description for to examine the performance of organizations. Several research studies 

contain employed financial ratios such as sales (Wang, 2003), return on assets (Lin et al. 2005; 

Naser and Mokhtar, 2004), return on equity (Ponnu and Ramthandin, 2008), and return on 

invested capital (Hsu and Liu, 2008). The higher performance reflects organization efficiency 

along with effectiveness in formulating the utilization of firm’s resources and this in turn 

contributes to the economy of country at large scale. A number of arguments favor larger firm 

sizes in attaining higher performance. Large firms are more expected to develop economies of 

scale also have the benefit of elevated cooperation influence in excess of their customers and 

suppliers (Serrasqueiro and Macas Nunes 2008). Furthermore, they face less complication in 

getting retrieve towards credit intended for investment, have broader collections of experienced 

human capital, and also possibly will achieve greater strategic diversification (Yang and Chen 

2009). The previous 20 years have observed denationalization programs taking place a 

worldwide level in equally developed and developing countries. There are different political 

parties with different ideological backgrounds have strongly practiced the modification from 

National Socialism among state-owned enterprises (SOE) towards market based capitalism. In 

the main part of industrialized economies, privatization policies have been promoted on the 

grounds with the purpose of improving the performance of the all sectors either in financial or 

non-financial. 

 

The question whether firm size matters for financial performance and macro-economic variables 

effects on firm size and performance is a significant one. The financial performance of firm can 

be measured by means of its profit rate, return on assets, and return on equity, financial ratios, 

and stability of market share. A few of these are alternative measures of performance are found 

related to the firm size; A firm’s ability on the way to increase in size can be a reflection of its 

success as earnings are reinvested and external funding can be easily attracted.  This concern of 

firm size is not of insignificant importance. An interesting characteristic of economic growth is 
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to facilitate much of it takes place throughout the growth in the size of existing organizations. 

Baumol (1959) hypothesizes that the firm’s financial performance increases with the size of the 

firm. Later on, more different researchers observed with the purpose of larger firm size, higher 

are the returns. Shepherd (1972), in recent times, Punnose (2008) moreover illustrates positive 

relationship between firm size and performance. 

 

Whether firms facing severe environmental growth restrictions perform worse than firms facing 

softer restrictions, is at least as important. Eliciting answers to this question may allow us to also 

shed some light on the underlying question between the financial performance and firm size link. 

An important finding here is that size appears to positively affect firm’s financial performance 

and productivity through economies of scope (Hender- son and Cockburn, 1996). Abraham 

(1994) initiate that the consequence was more discriminating in the small and medium sized 

firms. An additional research study by Lai, Lim and Yap (1999) found that size effect is 

interrelated to the performance not only firm’s specific also the country’s economy the same as 

an entire. While the market is bullish, smaller firms have a propensity to perform better than the 

larger firms, although the larger firms tend to have smaller negative returns throughout the 

bearish situation. Even although there is no understandable examination maintain smaller firms 

perform better than the larger firms (bullish), researchers determined that smaller firms tend 

towards experiences of other failures as compared with the larger firms (bearish). 

 

This study will examine the firm’s financial performance, macro-economic variables and firm 

size, to accomplish this research we examine the Non-financial companies of Pakistan listed in 

Karachi Stock Exchange since 1999-2010 by Statistics Department State Bank of Pakistan. The 

Non-financial Corporate Sector is an important segment of a country’s economy and a sound, 

stable and healthy industrial base is therefore essential for economic well being of a country and 

its populace. Non-financial Corporate sector in Pakistan represents a diversified nature of 

businesses including Textile, Sugar, Cement, Chemical, Fuel & Energy, Information, 

Communication and Transport, Paper, Paperboard and Products, the macro-economic variables 

are chosen as control variables. 

Distribution of companies by economic groups 

Economic Groups 2010 

1) Textiles 164 

2) Sugar 36 

3) Chemicals, chemical products and Pharmaceuticals 43 

4) Cement 21 

5) Fuel & Energy 18 

6) Information, Communication & transport Services 13 

7) Paper, paperboard and products 9 

Total Companies  304 
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Review of literature  

 

In present era, economy of a country is supposed to be symbol of progress and development. 

How financial and Non- financial institutes are performing is of key issue of interest for the 

economists, shareholders, investors, researchers and policy makers. Following are some studies 

related to firm financial performance and firm size.  

Symeou, P., C.,(2009) tried to identify and understand the relationship between the firm size and 

performance. He aimed to examine that whether the firms whose potential growth is more were 

performing better. In this study, operationalised in economy size and technical efficiency were 

taking as variable for firm growth potential and firm performance respectively. The data was 

taken for 54 currently working telecommunication companies from an equivalent number of 

economies intended for the years 1990-2007. By keeping the particular consequence of 

competition, firm hierarchy structure, institutional risk; this study concluded with the purpose of 

firm growth is not a significant dynamic, when both firms operating in small and large 

economies be able to control efficiently. However, growth opportunities are more for firms 

working in small economy as compared to those who are working in large economies. Naser, A. 

& Mokhtar, Z.M. (2004) selected corporate Malaysian companies during the period 1998 – 2001. 

The main objective of the study was to explore the aspects which influence the financial 

performance of companies. In order to determine the corporate performance several procedures 

had adopted. It has been observed the essentially significant determinant of corporate 

performance among the corporations under study were ISO. Furthermore, it had found that ROA, 

EVA, ROS and Inventory were the factors which adversely affected by the ISO. Finally, it was 

revealed that ISO registered companied perform betters than the non-ISO registered companies. 

Memon, A., M & Tahir, I., M. (2012) examined the performance of top fourteen Pakistani 

manufacturing firms using financial accounting ratios. The study was conducted over a period of 

five years, from 2006 to 2010. Descriptive statistics of the accounting variables were exercised. 

The study concluded as ENGRO being the largest company by total assets over 3 years (2006, 

2007, and 2008) expend furthermore, formulating low sales, containing less PBT and ROA than 

the other thirteen smaller companies. Conversely, NRL being the fourth largest company by total 

assets showed highest sales in five years, lowest expenditures in 2010 as compared to other 

thirteen listed companies but it had decreasing PBT and ROA during the period under 

examination. The study concluded that few large organizations perform well on large asset 

grounds and faced huge expanses either firms performance affected by financial expenses. 

Overall study suggested low rate of investment of manufacturing sector caused low rate of 

growth.  

Ammar,A. et al (2003) said that according to some official contractor of Federated Electrical 

Contractors, whenever electrical firms grow in size its profitability goes down. In this study, the 

researchers tried to develop the statistical model to describe the relationship between the firm 

size and performance in terms of profitability. Economic data were obtained from three sources 

i.e. the National Bureau of Economic Research, Bureau of Economic Analysis, and Mortgage 

Information Service, while financial data was obtained from the FEC group for the period of 
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1985–1996. In this study, by using backward elimination regression, an indicator variables 

model with a first-order autoregressive model was developed.  For the sake of validation of 

model data for the year 1996 were used, which estimated 76% of the year 1996 response 

variable, portability, in the approved method. For analysis purpose all electrical firms were 

divided into three categories according to their size; small, medium and large. The results of this 

study revealed that for all three types of electrical firms, there is significant difference in term of 

their profit rate; i.e. as the sale of company increase more than $50 million than profitability 

drop. 

Velnampy, T &  Nimalathasan, B ( 2010) said that, in present era, due  to rapid  advancement in 

technology and strong competition the banking institutions are affecting  on the way to achieving 

goal of incorporated financial services. Now days, it has been observed that in developing 

countries like as Sri Lanka, for the sake of organizational developments banking organizations 

are providing more funds. Since banking sector plays an important role in economic 

development and growth of the country. The study sheds light on the influences of firm size on 

profitability of practically all subdivisions of Bank of Ceylon (BOC) and Commercial Bank of 

Ceylon Ltd (CBC). The data is taken from 1997- 2006. Correlation analysis is carried out in this 

study. The results revealed that Firm size and Profitability are positively related in case of 

Commercial Bank of Ceylon Ltd, but it is not true for Bank of Ceylon. Jonsson, B. (2007) said 

that everybody in market, especially shareholders and managers desire to grow their businesses 

and firms and want to become most important in their respective industry. It is assumed that 

outsized firms have various advantages more than their small counterparts, since large firms have 

huge scale, scope, specialization and stronger negotiating influence. Hence, larger firms are 

required to survive in more profitable condition than smaller firms. In this research study the 

focus has been made on the firms of Iceland and tried to develop the relationship between 

profitability and size of firms. Data was taken for 250 firms over a period of five years. Mostly, 

firms were selected from fishing, banking and civil engineering consulting sector. It is notable 

that turnover and total assets were  used as size of the company while return on assets (ROA), 

return on capital invested (ROIC) and return on equity (ROE) were used as an indicator of 

profitability. Principal-agent theory, strategic theory and institutional theory are used to explain 

and illustrate the result from different aspects.  

Ramasamy, B et al (2005) had focused on Malaysian palm oil sector. Their main objective was 

to find the relationship between the market structure mechanisms and different performance 

measures so that the dynamics and determinants of performance contained by the Malaysian 

palm oil companies can be understood. The study explored the effect of firm size and firm 

ownership taking place the level of profitability in palm oil sector. Results revealed that there is 

negative relationship between the size and performance, while corporations in private sectors are 

found more profitable. This study is very helpful for the Govt. of Malaysia. CHENGWEN, M. et 

al (2012) observed that in present era, electronic information industry playing decisive role in 

economic growth of countries. Moreover the listed companies are supposed to be central part for 

the development of electronic information industry. In this study, the researcher selected 

nineteen domestic listed electronic companies in order to evaluate their performance. The data 

for selected companies is selected from 2005 to 2010. For the analysis purpose CCR model and 
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window analysis model is used. The analysis of this study showed that the current operation of 

this industry is stable, but it has a low capacity of endogenous innovation either. Finally, the 

researcher recommended that it is need of the day that renovation and novelty is made in 

structure and technology of firms. 

 

Topak, M., S. (2011) has examined the Turkish firms and makes an effort to determine the 

relationship between their board size and financial performances. In emerging market, due to 

some distinguished qualities such as ownership structure, social cultural and legal system, 

Turkey has its value. The data was taken of 122 Turkish firms for the period of 2004 – 2009. The 

statistical tool used in this study was Panel data technique to measure the relationship between 

board size and firm performance. Interestingly, the results of the study were not supporting the 

results of previous studies and exhibited that board size and firm performance for Turkey are not 

related to each other, i.e. there is no relationship between them. Kaen, F.,R.,& Baumann, H. 

(2003) selected sixty-four manufacturing industries between 1990 and 2001 and examined the 

relationship between profitability and size of firms. In order to analyze three measure of 

profitability; Earnings before interest, taxes, depreciation and amortization as a percent of sales 

(EBITDA margin); earnings before interest and taxes as a percent of sales (EBIT margin) and 

EBIT as a percent of total assets (EBIT/TA) were used. On the other side Kean analyzed firm 

size as a number of employees of the firm. The study revealed that almost thirty two out of sixty 

four industries observed firm profitability to increase at decreasing rate and finally decreased as 

the size of the firm increased. For the remaining thirty four industries, there is no relationship 

between size and profitability. With total assets being fixed, it was observed that for companies 

having lesser employees were more profitable. Finally, for specified level of sales, firms with 

less number of human resources had more effectiveness.   

Chengwen, MA & Wenhua, Wei (2012) analyzed the operating performance of the 19 listed 

companies in electronic information industry using panel data from 2005 to 2010. By the vertical 

and lateral contrast, it helped enterprises understand their own development condition and 

identify business problems in the operating process such as resources redundancy, low 

efficiency, and scale improper technology. Results of study suggested that advance measures to 

improve the performance can be taken to promote the sustainable development of the electronic 

information industry as well. 

MAJUMDAR, SUMIT, K. (1997) examined by contemporary data intended for a wide sample of 

1020 Indian firms. The study investigated the influences with the purpose of size and age of 

firms has taking place firm-level efficiency and productivity. In India older firms are found to be 

more productive and less profitable, although the larger firms are, on the other hand, found to be 

more profitable and less productive. It was concluded that, these performance differentiations 

were gives explanation as happening from the market-restricting industrialized strategies that had 

been pursued in India over the past three decades. The study examined the relationship by using 

several important variables for firm size and firm performance like, size, sale growth, imports, 

exports, debt equity ratio, inventory etc. Dong, Xiao-yuan (2006), using panel data on 165 rural 

and urban firms from Nanjing municipality, investigated the examples and importance of assets 

lawful rights reorganization and privatization in the late 1990s. It was found that privatization 
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procedures appeared to have targeted the weakest firms in the urban sector, whereas no 

relationship was found between performance and collection for privatization in the rural sector. 

Intended for urban firms, the implementation of several measures of private ownership was 

related among the important enhancements in firm’s efficiency as well as profitability, 

performance and productivity.  

 

McNamara, Ray (1995) explained and predicted the base performance of a firm as represented 

by ROA and macroeconomic variables. This study used GDP (CHGGDP), interest rates as 

embodied in the Treasury note interest rate (lR_TNOTE) as macro-economic variables and 

aggregate corporate profits after tax (COYPAT) as performance measure. The results, though 

preliminary, were promising. Both four variable models incorporating lead-lag relationships have 

an R
2
 between .65 and .70. The study concluded that firm performance is a purpose of the 

previous year ROA, and macro-economic variables. 

 

Mohd, Bin., Azemi (2009) investigated the effects of macroeconomic factors on GLC share price 

returns in Malaysia. The performance of the share price was largely attributed to the GLC 

Transformation Program launched by the government. To examine the influence of the 

macroeconomic variables on the share price, a simple model was developed based on the 

Arbitrage Pricing Theory by Ross (1976). The authors examined the short run dynamics and long 

run equilibrium relationship between G-20 Index and the four selected macroeconomic variables 

of real output, price level, money supply and interest rate using monthly data from 1988 to 2008, 

The results suggested that the share price and the macroeconomic variables were co-integrated 

and there was an evidence of long run relationships in the periods under study. 

 

Objective of The Study  

There are two objectives of this study, one is to determine the financial performance of Non-

financial sector by certain financial ratios and macro-economic variables second are to explore 

the impact of certain financial ratios and macro-economic variables on firm size. 

 Sub Objectives are: 

¶ Simultaneous comparison of Non-Financial sector firms in terms of financial 

performance and firm size on the basis of certain financial ratios and macro-economic 

variables over the period of 1999-2010. 

¶ To know the difference among the sectors with respect to firm performance and firm size 

depending upon certain financial ratios and macro-economic variables keeping time as 

constant.  

¶ To know the difference among the sectors with respect to firm performance and firm size 

depending upon certain financial ratios and macro-economic variables keeping sectors as 

constant.  

 



                                                                                                          2014 Proceedings of the Academy of Finance 

 

41 
 

Data Collection and Models Development 

Data Collection 

The objectives of this study are twofold. First, we identify firm’s financial performance and 

second firm size by certain financial ratios and macro-economic variables. To attain these 

objectives, we used secondary data, a sample of Non-financial companies listed in Karachi Stock 

Exchange (Department of Statistics State Bank of Pakistan), due to the limitation of data 

availability we have selected seven sectors out of the twelve; the sectors include Textile, sugar, 

chemical, cement, fuel & energy, information and paper & board. Data for the years 1999-2010 

were used in this study. The time frame has been chosen in order to capture economics ups and 

downs, political instability, the impact of financial crunch, energy crises and natural calamities 

like earthquake and floods. 

 

Models Development 

Seven measures of firm size have been identified as independent variables and total asset as 

dependent variable. These are Current Ration (CR); Return on Equity (ROE); Total Asset 

Turnover (TATO); Gearing Ratio (GR); inventory Turnover Ratio (INVTO); macro economic 

variables are; Gross Domestic Production (GDP); Interest Rate (IR); dependent variable is; Total 

Assets. Six measures of firm performance have been used as independent variables, namely: 

Current Ration (CR); Gearing Ratio (GR); Inventory (INV); Total Asset Turnover (TATO); 

macro economic variables are; Gross Domestic Production (GDP); Interest Rate (IR); dependent 

variable are; Return on Asset (ROA) and Earning Per Share (EPS), All these variables are used 

for the development of estimated models.    

 

Descriptive and Analytical Analysis  

 

Descriptive statistics  

 

SECTOR Total Assets in 

Million Rs. 

CR ROE TATO GR 

Cement 151,401 0.80 4.38 2.08 0.43 

Chemical 203,957 1.20 27.85 1.56 0.28 

Fuel& Energy 475,044 1.05 23.57 0.97 0.36 

Information 290,289 0.97 18.47 1.64 0.34 

Paper 28,612 1.77 23.17 1.03 0.25 

Sugar 54,771 0.77 4.56 1.14 0.47 

Textile 325,482 0.99 10.02 1.00 0.40 
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Panel Data Analysis 

 

In the panel data similar cross sectional units is reviewed over the time, further names used for 

panel data combination of time series and cross-sectional data, micro panel data, longitudinal 

data. By means of combining the time series of cross-section observations, panel data provides 

“more informative data, additional variability, with the less co-linearity amongst variables, and 

more degrees of freedom as well as further effectiveness”. As a result of studding the repeated 

cross section of observations, panel data are enhanced appropriated to study the dynamics of 

changes. Panel data is able to improve identified and measure effects that basically cannot be 

observed in pure cross-section or pure time series data.  Panel data also facilitates us to study 

more difficult behavioral models in research. By means of formulating data obtainable intended 

for a number of thousand units, panel data be able to minimize the bias that may possibly result 

if we combined persons or corporations interested into a general collections. In short, panel data 

can enhance empirical analysis in different methods that may not be possible in that condition if 

we use simply cross-section or time series data.  

We use fixed effect model because our observations are not random sample from a population 

and also Fixed Effect Model will be preferable when ‘T’ number of time series data is large and 

‘N’ cross sectional units are small. We have T=12 and N=7, so we prefer fixed effect model 

case
1
.  

   

Models for Analysis Purpose   

lnTA it = β1+β2CR2it+β3ROE3it+β4TATO4it+β5GR5it+β6INVTO6it+β7GDP7it+β8IR8it+Uit……...........(1)   

ROAit = β1+β2CR2it+β3GR3it + β4INV4it+β5TATO5it+β6GDP6it+β7IR7it+Uit….……………….(2)   

EPSit = β1+β2CR2it+β3GR3it+β4INV4it+β5TATO5it+β7GDP7it+β8IR8it+Uit…………………….(3)   

 

Where,  

i = 1, 2, 3, 4, 5, 6, 7 (No. of sectors)  

t = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 (No. of years) 

1; Gujarati, Damodar n. & Sangeetha. (2007) Basic Econometrics. Mc Graw Hill   
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EXPECTED SIGNS  

Model-I Model-II  Model-III  

Variables ES Variables ES Variables ES 
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-ve 

+ve 

+ve 

-ve 
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IR 

 

+ve 

-ve 

+ve 

-ve 

+ve 

-ve 

 

CR 

GR 

INV 
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GDP 

IR 

 

+ve 

-ve 

+ve 

-ve 

+ve 

-ve 

 

 

Assumptions of Models 1, 2 & 3 have several possibilities. 

1. All co-efficient constant across time and individuals. 

2. Slope co-efficient constant but intercept varies across individuals. 

The fixed effects or Least Square Dummy Variables (LSDV) regression model. 

3. Slope co-efficient constant but intercept varies over individual as well as time. 

4. All co-efficient vary across individuals. 

Estimation of models considering All co-efficient constant across time and individuals (Sector). 

Estimation of models 1, 2 & 3 by Ordinary Least Square regression done using STATA software 

gives following results. 
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Estimation of Model 1  

Dependant Variable: lnTA                 (Table-1)  

Variables Coefficients  SE t-stat p-value 

Intercept -63.3041 29.61 -2.14 0.02** 

CR +0.11 0.02 8.02 0.00***  

ROE +0.30 0.05 6.15 0.00***  

TATO +0.25 0.03 8.33 0.00***  

GR -0.10 0.01 -10.00 0.00***  

INVTO +0.65 0.07 9.29 0.00***  

GDP +0.59 0.01 4.92 0.00***  

IR -0.09 0.01 -9 0.00***  

R
2 
= 0.76,     dw = 2.22,    n = 84,     df = 76   

All the explanatory variables are significant and the explanatory power of the model-1 is 76% 

and dw stats indicates there is no auto-correlation problem.  

*** Highly significant at 1%, ** significant at 5%, * significant at 10%. 
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Estimation of model-2 by assuming all co-efficients constant across time and individuals. 

Dependant Variable: ROA                            (Table-2)  

Variables Coefficients  SE t-stat p-value 

Intercept -59.65 14.25 -4.18 0.00***  

CR +0.76 0.04 19.00 0.00***  

GR -0.50 0.02 -25 0.00***  

INV +0.68 0.34 2.00 0.02** 

TATO +0.14 0.10 1.4 0.08* 

GDP +0.57 0.25 2.28 0.01** 

IR -0.79 0.20 -3.95 0.00***  

R
2 
= 0.70,     d.w = 2.10,     n = 84,     df = 77  

The explanatory variables CR, GR, IR found to be highly significant and INV and GDP are 

significant at 5% and TATO significant at 10% and the explanatory power of the model-2 is 70% 

and dw stats indicates there is no auto-correlation problem.  

 

Estimation of model-3 by assuming all co-efficients constant across time and individuals. 

Dependant Variable: EPS                 (Table-3)  

Variables Coefficients  SE t-stat p-value 

Intercept 53.36 35.25 1.51 0.07* 

CR +0.79 0.04 19.00 0.00***  

GR -0.97 0.05 -25 0.00***  

INV +0.65 0.07 2.00 0.00***  

TATO +0.153 0.10 1.4 0.00***  

GDP +0.60 0.10 2.28 0.00***  

IR -0.10 0.02 -3.95 0.00***  

R
2 
= 0.69,     d.w = 2.65 n = 84,          df = 77 
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All the explanatory variables are significant and the explanatory power of the model-3 is 69% 

and dw stats indicates there is no auto-correlation problem. 

Fixed Effect Model or Least Square Dummy Variable Regression Model (LSDV) as Time 

Constant: 

To know the significant difference among the sectors with respect to FS, ROA & EPS we apply 

LSDV model. As there are 7 sectors so, we will introduce six dummy variables, i.e. D1, D2, D3, 

D4, D5, D6, taking Textile Sector as base line category, the dummy scheme will be as follow;  

D1: 1 for cement, 0 for others 

D2: 1 for chemical, 0 for others 

D3: 1 for fuel & energy, 0 for others 

D4: 1 for information, 0 for others 

D5: 1 for papers, 0 for others 

D6: 1 for sugar, 0 for others 

 

lnTA it = α0+ ∑
6
i=1αjDjit+ β 2CR2it 

+β3ROE3it+β4TATO4it+β5GR5it+β6INVTO6it+β7GDP7it+β8IR8it+Uit …………………….….. (4)    

ROAit = α0+ ∑
6
i=1αjDjit +β2CR2it+β3GR3it + β4INV4it+β5TATO5it+β6GDP6it+β7IR7it+Uit …... (5) 

EPSit = α0+ ∑
6
i=1αjDjit + β2CR2it+β3GR3it + β4INV4it+β5TATO5it+β6GDP6it+β7IR7it+Uit …..  (6) 
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Estimation of LSDV models 4, 5 & 6 by Ordinary Least Square regression done using STATA 

software gives following results. 

Dependant Variable: lnTA                 (Table-4) 

Variables Coefficients  SE t-stat p-value 

Intercept 138006.9 5600 24.9 0.00***  

D1 -0.05 0.02 -2.5 0.01** 

D2 -0.32 0.16 -2 0.02** 

D3 -0.14 0.10 -1.4 0.08* 

D4 0.12 0.05 2.4 0.01** 

D5 0.10 0.04 2.5 0.01** 

D6 -0.17 0.06 -2.83 0.00***  

CR 1.08 0.49 2.20 0.02** 

ROE 16.00 7.25 2.21 0.02** 

TATO 1.35 0.35 3.86 0.00***  

GR 0.36 0.20 1.8 0.04** 

INVTO 0.65 0.25 2.6 0.01** 

GDP 0.05 0.02 2.5 0.01** 

IR 0.16 0.10 1.6 0.06* 

R
2 
= 0.90,     d.w = 2.40 n = 84,          df =71  

The p-value of D6 suggests that there is a highly significant difference between total assets of 

taxtile and sugar sector. The p-values of D2, D4 & D5 suggest there is a significant difference 

between the assets of chemical, information & paper with textile sector at 5% level of 

significance. The p-value of D3 indicates that there is a significant difference between the assets 

of fuel & Energy with textile sector at 10% level of significant. The explanatory variable TATO 

found to be highly significant and CR, ROE, GR, INVTO and GDP are significant at 5% and IR 

significant at 10% and the explanatory power of the model-4 is 90% and dw stats indicates there 

is no auto-correlation problem.  
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Dependent Variable: ROA                (Table-5) 

Variables Coefficients  SE t-stat p-value 

Intercept 126005.7 5450 23.12 0.08* 

D1 -10.75 2.58 -4.17 0.00***  

D2 -7.82 2.50 -3.13 0.00***  

D3 -7.66 2.00 -3.83 0.00***  

D4 -11.08 2.85 -3.89 0.00***  

D5 0.64 1.58 0.41 0.08* 

D6 -1.28 3.00 -0.43 0.06* 

CR +0.40 0.15 2.65 0.01** 

GR -0.42 0.19 2.21 0.03** 

INV +4.95 1.20 4.12 0.00***  

TATO +1.20 0.65 1.84 0.07* 

GDP +3.13 0.76 4.12 0.00***  

IR -2.68 1.40 1.91 0.06* 

R
2 
=90% ,       d.w = 2.48  n = 84,          df = 72  

The p-value of D1, D2, D3, and D4 suggest that there is a highly significant difference between 

ROA of textile and cement, chemical, fuel & energy and information sectors. The p-values of D5 

& D6 suggest there is a significant difference between the ROA of paper and sugar with textile 

sector at 10% level of significance. The explanatory variable INV & GDP found to be highly 

significant and CR and GR are significant at 5% and TATO and IR significant at 10% and the 

explanatory power of the model-5 is ---% and dw stats indicates there is no auto-correlation 

problem.        
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Dependent Variable: EPS                 (Table-6) 

Variables Coefficients  SE t-stat p-value 

Intercept 130606.7 5360 24.36 0.04** 

D1 -10.75 2.58 -4.17 0.00***  

D2 -7.82 2.50 -3.13 0.00***  

D3 -7.66 2.00 -3.83 0.00***  

D4 -11.08 2.85 -3.89 0.00***  

D5 0.64 1.58 0.41 0.08* 

D6 -1.28 3.00 -0.43 0.06* 

CR 3.31 1.25 2.65 0.01** 

GR -3.65 1.65 -2.21 0.03** 

INV 4.12 1.00 4.12 0.00***  

TATO 3.29 1.79 1.84 0.07* 

GDP 9.57 2.32 4.12 0.00***  

IR -5.28 2.76 -1.91 0.06* 

R
2 
= 88%,     d.w =2.17  n =84,          df =72  

The p-value of D1, D2, D3, and D4 suggest that there is a highly significant difference between 

EPS of textile and cement, chemical, fuel & energy and information sectors. The p-values of D5 

& D6 suggest there is a significant difference between the EPS of paper and sugar with textile 

sector at 10% level of significance. The explanatory variable INV & GDP found to be highly 

significant and CR and GR are significant at 5% and TATO and IR significant at 10% and the 

explanatory power of the model-6 is ---% and dw stats indicates there is no auto-correlation 

problem.  

 



2014 Proceedings of the Academy of Finance 

 

50 
 

 

Fixed Effect Model or Least Square Dummy Variable Regression Model (LSDV) as sector 

Constant: 

To know about the time impact, as we have 12 years data, so, we introduce 11 Dummies taking 

1999 as base year. The Models are;  

lnTA it = α0+∑
11

i=1αjDjit + 

β2CR2it+β3ROE3it+β4TATO4it+β5GR5it+β6INVTO6it+β7GDP7it+β8IR8it+Uit………………….. (7) 

ROAit = α0+∑
11

i=1αjDjit +β2CR2it+β3GR3it + β4INV4it+β5TATO5it+β6GDP6it+β7IR7it+Uit …….. (8) 

EPSit = α0+∑
11

i=1αjDjit + β2CR2it+β3GR3it + β4INV4it+β5TATO5it+β6GDP6it+β7IR7it+Uit ………(9) 

To know the significant difference among the time with respect to FS, ROA & EPS. As there are 

12 years so, we will introduce eleven dummy variables, i.e. D1, D2, D3, D4, D5, D6, D7, D8, D9, D10, 

D11,   taking 1999 year as base line category, the dummy scheme will be as follow;  

D1: 1 for 2000, 0 for others 

D2: 1 for 2001, 0 for others 

D3: 1 for 2002, 0 for others 

D4: 1 for 2003, 0 for others 

D5: 1 for 2004, 0 for others 

D6: 1 for 2005, 0 for others 

D7: 1 for 2006, 0 for others 

D8: 1 for 2007, 0 for others 

D9: 1 for 2008, 0 for others 

D10: 1 for 2009, 0 for others 

D11: 1 for 2010, 0 for others 

 

 

 

 

 



                                                                                                          2014 Proceedings of the Academy of Finance 

 

51 
 

 

 

Dependent Variable: lnTA                 (Table-7) 

Variables Coefficients  SE t-stat p-value 

Intercept 814.45 187.35 4.34 0.07* 

D01 -3.61 91.92 0.04 0.97 

D02 -11.08 91.90 0.12 0.91 

D03 -13.22 91.89 0.14 0.89 

D04 -19.54 91.85 0.21 0.84 

D05 -54.52 91.37 0.60 0.56 

D06 -73.82 90.90 0.81 0.43 

D07 -109.77 89.68 1.22 0.24 

D08 -148.09 87.87 1.69 0.12 

D09 -189.88 85.35 2.22 0.05* 

D10 -278.17 78.36 3.55 0.00***  

D11 -313.69 75.03 4.18 0.00***  

CR +0.09 0.02 4.50 0.00***  

ROE +0.25 0.05 5.00 0.00***  

TATO +0.20 0.03 6.67 0.00***  

GR -0.09 0.01 -9.00 0.00***  

INVTO +0.55 0.07 7.86 0.00***  

GDP +0.50 0.01 50.00 0.00***  

IR -0.07 0.01 -7.00 0.00***  

R
2 
= 0.93,     d.w = 2.10 n = 84,          df = 66 
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The p-value of D10 and D11 suggest that there is a highly significant difference between FS of 

1999 and 2009 and 2010. The explanatory variable CR, ROE, TATO, GR, INVTO, GDP and IR 

found to be highly significant and the explanatory power of the model-7 is 91% and dw stats 

indicates there is no auto-correlation problem. 

Dependent Variable: ROA                 (Table-8) 

Variables Coefficients  SE t-stat p-value 

Intercept 791.31 191.05 4.14 0.01** 

D01 -3.61 28.61 0.13 0.90 

D02 -11.08 62.58 0.18 0.86 

D03 -13.22 46.70 0.28 0.78 

D04 -19.54 78.88 0.25 0.81 

D05 -54.52 121.69 0.45 0.66 

D06 -73.82 77.22 0.96 0.34 

D07 -109.77 85.64 1.28 0.20 

D08 -148.09 89.24 1.66 0.10 

D09 -189.88 90.91 2.09 0.04 

D10 -278.17 80.75 3.44 0.00***  

D11 -270.15 81.60 3.21 0.00***  

CR -313.69 98.78 3.18 0.00***  

GR 0.01 0.09 0.14 0.05** 

INV 177.37 261.52 0.68 0.07* 

TATO 11.76 2.84 4.14 0.00***  

GDP 0.06 0.03 -2.10 0.04** 

IR 0.05 0.02 2.65 0.01** 

R
2 
= 0.90,     d.w = 2.60 n = 84,          df = 67 
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The p-value of D10 and D11 suggest that there is a highly significant difference between ROA of 

1999 and 2009 and 2010. The p-value of D9 suggests that there is a significant difference at 5%, 

D8 suggest that there is significant difference at 10%. The explanatory variable CR and TATO 

found to be highly significant, the explanatory variable IR, GDP and GR found to be significant 

at 5%, the explanatory variable INV found to be significant at 10% and the explanatory power of 

the model-8 is 93% and dw stats indicates there is no auto-correlation problem.  

Dependent Variable: EPS               (Table-9) 

Variables Coefficients  SE t-stat p-value 

Intercept 752.52 191.05 3.94 0.0002 

D01 -3.61 286.83 0.01 0.99 

D02 -11.08 26.75 0.41 0.68 

D03 -13.22 45.03 0.29 0.77 

D04 -19.54 76.84 0.25 0.80 

D05 -54.52 103.46 0.53 0.60 

D06 -73.82 70.67 1.04 0.30 

D07 -109.77 86.71 1.27 0.21 

D08 -148.09 86.07 1.72 0.09 

D09 -189.88 80.04 2.37 0.02 

D10 -278.17 103.50 2.69 0.01** 

D11 271.51 98.25 2.51 0.01** 

CR -313.69 92.85 3.38 0.00***  

GR 0.00 0.09 0.03 0.06* 

INV 141.61 261.52 0.54 0.06* 

TATO 11.19 2.84 3.94 0.00***  

GDP 0.06 0.03 -2.08 0.04** 

IR 0.07 0.02 3.44 0.00***  

R
2 
= 0.92,     d.w = 2.50 n = 84,          df = 67 
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The p-value of D9, D10, and D11 suggest that there is a significant difference between EPS of 

1999 and 2008, 2009 and 2010. P-value of D8 suggests that there is a significant difference at 

10%. The explanatory variable CR, TATO, and IR found to be highly significant, explanatory 

variable GDP found to be significant at 5%, GR and INV found to be significant at 10%  and the 

explanatory power of the model-7 is 91% and dw stats indicates there is no auto-correlation 

problem. 

 

 

 

Results Discussion and Conclusion 

 

Our analysis was performed in three stages. Our study relates financial rations, macroeconomic 

variables to firm size. For this purpose panel data analysis has been applied. Further, we apply 

fixed effect model because our observations are not random. Our first model captures the factors 

effecting firm size. Similarly, second and third model relate firms performance to financial ratios 

and macro-economic variables. In the first stage, the estimation of the models considering all the 

coefficients constant across time and individuals (sectors) has been done. Ordinary Least Square 

regression has been applied using STATA software to serve our purpose.  

After applying the models, we find all the explanatory variables of model 1 and 3 to be 

significant. CR, GR, IR found to be highly significant and INV and GDP are significant at 5% 

whereas TATO significant at 10% for model 2. The explanatory powers of models 1, 2 and 3 are 

76%, 70% and 69% respectively. Further, dw stats indicates that there is no autocorrelation 

problem in all models. The results show that the size and performance of firms both depend upon 

financial ratios and macroeconomic variables included in the study. The models fully explain the 

phenomenon.  

In the second stage, we apply Fixed Effect Model or Least Square Dummy Variable Regression 

Model (LSDV) to know the significant difference among the sectors with respect to FS, ROA & 

EPS we apply LSDV model. As there are 7 sectors so, we introduce six dummy variables, i.e. D1, 

D2, D3, D4, D5, D6, and taking Textile Sector as base line category. Estimation of LSDV models 4, 

5 & 6 by Ordinary Least Square regression has been done using STATA software gives 

following results. The p-values of model 4, 5 and 6 suggest that there is a highly significant 

difference between total assets of textile and sugar sector; a significant difference between the 

assets of chemical, information & paper with textile sector at 5% level of significance; a 

significant difference between the assets of fuel & Energy with textile sector at 10% level of 

significant; highly significant difference between ROA of textile and cement, chemical, fuel & 

energy and information sectors ; a significant difference between the ROA of paper and sugar 

with textile sector at 10% level of significance; a highly significant difference between EPS of 

textile and cement, chemical, fuel & energy and information sectors and a significant difference 

between the EPS of paper and sugar with textile sector at 10% level of significance. 

 The explanatory variable TATO found to be highly significant and CR, ROE, GR, INVTO and 

GDP are significant at 5% and IR significant at 10% and the explanatory power of the model-4 is 

90%. The explanatory variable INV & GDP found to be highly significant and CR and GR are 



                                                                                                          2014 Proceedings of the Academy of Finance 

 

55 
 

significant at 5% and TATO and IR significant at 10% and the explanatory power of the model-5 

is 90%.The explanatory variable INV & GDP found to be highly significant and CR and GR are 

significant at 5% and TATO and IR significant at 10% and the explanatory power of the model-6 

is 88% and dw stats indicates there is no auto-correlation problem in all three models. This 

results show that there is significant difference in terms of size and performance between all 

sectors.  

In the third stage, we again apply Fixed Effect Model or Least Square Dummy Variable 

Regression Model (LSDV) to know the time impact, as we have 12 years data, so, we introduce 

11 Dummies taking 1999 as base year. The derived as follows: The p-values of the models 7,8,9 

show significant difference between FS of 1999,2008, 2009 and 2010; a highly significant 

difference between ROA of 1999,2008,2009 and 2010;a significant difference at 5%, a 

significant difference between EPS of 1999,2008, 2009 and 2010. 

 The explanatory variable CR, ROE, TATO, GR, INVTO, GDP and IR found to be highly 

significant and the explanatory power of the model-7 is 91%. The explanatory variable CR and 

TATO found to be highly significant, the explanatory variable IR, GDP and GR found to be 

significant at 5%, the explanatory variable INV found to be significant at 10% and the 

explanatory power of the model-8 is 93%. The explanatory variable CR, TATO, and IR found to 

be highly significant, explanatory variable GDP found to be significant at 5%, GR and INV 

found to be significant at 10%  and the explanatory power of the model-9 is 92% and dw stats 

indicates there is no auto-correlation problem. The results show that there is significant 

difference in terms of size and performance when measured over the time especially between 

2008-2010 and prior period.  

However, our study brings the different picture. Though the Musharraf was considered be 

conducive the economic policies but they paid off late. Our descriptive and analytical analysis 

depicts the same. We have seen firm size and performance variables to be disturbed. Although 

the size of selected sectors increase especially during 2008-10 but this increase did not lead to 

increased performance thereby not contributing to the overall GDP of country. This is very 

evident from the recent history.  

The underlying reasons for this trend as follow. The country faced multiple adverse shocks of 

commodity and oil prices internationally and the fallout of the global financial crisis. In the era 

of 2008 commodity, Precious metals and oil prices (round $150) per Barrel which directly affect 

the performance of all sectors and increase the operating cost of production. The poor 

performance of selected sectors has something to do with the performance of overall economy 

which was reasonable in the context of discriminating energy shortages and controlled 

international demand for Pakistan’s manufactured exports. Pakistan’s macroeconomic 

environment was affected by means of amplification of war on terror and extending of the global 

financial crisis which penetrated into domestic economy through the route of substantial decline 

in Pakistan’s exports and a visible slowdown in foreign direct inflows. Pakistan’s economy lost 

significant momentum especially during 2008-10. Finally, Pakistan is successful in human and 

material resources however poor governance of the country has obstructed the procedure of 

development in favor of these resources. a number of the important elements of good governance 
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that are requiring into the Pakistan are rule of law, efficient institutional checks and balances, 

transparency and accountability, safety and security, well described and in good strength 

performance confederation, strong state institutions, and a coherent long term national economic 

agenda that, along with foreign policy, is jointly approved by the major political parties, and 

implemented by all governments through a transparent institutional structure, Good governance 

in the entire these measurements is a requirement on the method to get exposed of the current 

economic crisis. 
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Is the Fear of Interest Rate Volatility Overrated?  

A  Simulation Case Study of Bondholdersô Long-term Returns 
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Abstract 

In this article we propose a simple simulation case study with a specific pedagogical objective. 

Finance students often struggle to fully understand the difference between coupon rate and yield 

to maturity; they also seem to have difficulty comprehending the reinvestment rate assumption 

embedded in the bond pricing model. The simulation case discussed in this paper helps students 

attain a deeper understating of the reinvestment rate assumption and yield to maturity that would 

help them not only with cognizance of bonds underlying arithmetic but also with comprehension 

of related topics such as internal rate of return (IRR) in capital budgeting projects. We simulate 

cash in/outflows of an investor that makes fixed periodic contributions to her one-bond portfolio 

and liquidates her position after a decade (or a five-year period with semiannual coupon 

payments).  Results suggest that long-term bond investors should not be unduly concerned with 

interest rate fluctuations for two reasons: first, the dollar cost-averaging nature of steady 

contributions mitigates the downside risk; second, the opportunity to reinvest ‘guaranteed’ 

interest payments back in the portfolio helps in achieving higher holding period returns. Our 

simulation results indicate that long-term bond investors would have earned positive returns 

exceeding the rate of inflation, with the exception of 1971-81 period, regardless of the direction 

that the yield took in any particular decade. The 1971-81 period however was concurrent with 

extreme rise in the yield. In July 1981 the yield reached the all -time high of 15.84%. We show 

that in this decade the inflation-adjusted return is equal to -0.27% which is a small loss in 

magnitude compared to the gains in other decades. 

Keywords: Interest Rate Volatility, Bondholders, Long-term Returns, Federal Reserve. 
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1. Introduction  

Bond investors are flooded with doomsday reports every time Federal Reserve signals rising 

interest rates. However, “if history is any guide, the disease of rising interest rates will only have 

a mild impact on bond returns—as rates rise, bond prices decline. And seeking immunity from 

any losses by buying riskier assets could lead to trouble, analysts say.” according to an article in 

The Wall Street Journal. The article states: 

Rising rates also could have a positive impact on the income of many retirees, 

some of whom are at risk of running out of money in the long run, according to 

an analysis conducted for The Wall Street Journal by the Employee Benefit 

Research Institute. That is because while a steep interest-rate rise will cost bond 

investors in the near term, they will gain back their losses and more over time 

as they buy new bonds at higher interest rates. 

In this paper we propose a simulation case study designed to replicate a simple long-term 

investment strategy in a simple bond portfolio. Results of the simulation show that long-term 

bond investors should not be too concerned with interest rate volatility due to the fact that regular 

contributions to bond portfolios (such as contributions made to bond funds in IRA and 401k 

plans) can considerably lessen the downside risk. In fact, the primary benefit of such dollar cost-

averaging strategy is the opportunity it provides for investors to reinvest “guaranteed” interest 

payments back in the portfolio which boosts their long-term returns as interest rates rise.  

We pursue two main objectives: first, the case studied in this paper is intended to have an in-

class application. Finance students often struggle to fully comprehend the difference between 

coupon rate and yield to maturity. They also seem to have a hard time understanding the 

reinvestment rate assumption embedded in bond pricing. Asking students to do similar 

simulations could greatly help them attain a deeper understanding of bonds and the underlying 

assumptions made when pricing bonds. Second, by simulating the buy-and-hold returns for a 

simple case of one-bond portfolio we show that long-term bond investors have earned descent 

returns regardless of the direction the yield has taken in different periods. We later show that, out 

of the four decades under study, only the 1972-82 decade holding period returns lagged the 

inflation rate.  

1.1 Duration Model and Its Shortcomings 

All fixed income securities are subject to immediate drop in value as a result of a rise in the level 

of interest rate. This is also true for stocks since both stocks and bond markets face cash outflows 

as capital moves from these securities to safer investments such as money market securities when 

interest rates rise. As for bond portfolios, interest rate shock and duration are mainly the cause of 
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fluctuations in the value. According to the Duration Model, the percentage change in a bond’s 

value for an annual bond is equal to: 

 

And for a semiannual bond: 

 

The left side is the percentage change in the bond value, D is duration of a bond or a bond 

portfolio, and rb is the level of interest rate. Change in interest rate is shown by Δrb.  The model 

provides investors with a quick way of assessing the change in price as the yield fluctuates.  For 

example, for a bond with duration of 5 years, the model predicts approximately 5% increase 

(decrease) in the value for 1% fall (rise) in the yield. But, the model has some serious limitations: 

first, due to the convex nature of the relationship between interest rate and percentage change in 

value, the estimations are only accurate for small changes in interest rate. Second, the model is 

shortsighted because it only reflects the immediate fall in bond values; thus, it fails to capture 

long-term buy and hold returns. In the next section we propose a simulation case study which 

shows a simple buy- and-hold strategy with or without regular contributions leads to significant 

holding period returns that far supersedes the historical inflation rate in all the decades studied in 

this paper, with the exception of 1972-82 period. 

2. Case Study 

2.1 Description  

For simplicity, in the case we present in this paper, we consider a portfolio of only one asset: 

U.S. 10 year- to maturity T-notes. We calculate holding-period returns defined as modified 

internal rate of return (MIRR hereafter).  We estimate the MIRR earned by a long-term investor 

that invests $1000 a year for 10 years. The investor starts with $1000 investment and repeats this 

process 9 more times for a total of $10,000 invested. She then liquidates her position at the end 

of 10-year period. We simulate cash in/out flows of this simple investment strategy and calculate 

MIRRs for each scenario. We assume that the investor reinvests the coupon payments at the 

market imposed yield to maturity immediately after she receives the payment.  

Figure 1 shows the yield on 10-year T-notes from 1962 to 2012.  

Figure 1: 10-Year T-note Yields from Yahoo Finance 
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Source: Yahoo Finance 
 

Table 1 shows T-Note yields for January 1962 to January 2012. The last column shows the 

average annual changes in the yield. The maximum rise (8.06%) followed by a subsequent 

deepest fall (-6.64%) in the yield occurred in 1972-82 and 1982-92 periods. 

 

Table 1: Yield on 10-year Treasury Notes, 1962-2012 

Year 

      T-Notes 

Rate (%) 

             Change per 

Decade (%) 

              Average Change per 

Annum (%) 

1962 3.86     

1972 6.12 2.26 0.2260 

1982 14.18 8.06 0.8060 

1992 7.54 -6.64 -0.6640 

2002 5.41 -2.13 -0.2130 

2012 2.22 -3.19 -0.3190 

 

2.2 Assumptions and Limitations 

- Our investor contributes $1000 a year for a decade in a one-asset portfolio of 10-year to 

maturity T-notes. She liquidates her position at the end of the 10-year period. For 

simplicity, we only consider 10 year to maturity bonds; most investors however invest in 

a portfolio of bonds with different durations.  
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- Bond portfolio managers constantly rebalance and change their positions. This is not the 

case here. Our hypothetical investor simply follows a buy and hold strategy with fixed 

periodical contributions. 

- We assume no callibility provision. While this is the correct assumption for T-notes, 

many corporate bonds may be called prior to maturity. This requires portfolio managers 

to factor in callability when dealing with corporate bonds.  

- We assume annual coupon payments. This is not the case for T-notes or the majority of 

corporate bonds.  T-notes have semiannual coupon payments. However, assuming annual 

coupon payments would only lead to the underestimation of holding period gains. 

Despite this we find significant MIRRs for this strategy for three out of four decades. In 

addition, we calculate MIRRs for two five-year periods of extreme change in the yield 

assuming semiannual compounding.  Results are consistent. 

- It is also assumed that the investor reinvests annual coupon payments as soon as she 

receives them. 

- Finally, we assume that each year the yield increases or decreases by an equal amount 

(equal to the yield at the decade’s end minus the yield at the beginning of the decade 

divided by ten). It will be more precise to use the actual asked yields instead.  

 

2.3 Results  

In Tables 2 to 6 we simulate a simple investment strategy for five consecutive decades beginning 

with 1962 and calculate holding period returns (MIRR) for each decade
1
. We assume that the 

investor automatically reinvests the coupon payments at the market rate (T-notes yield to 

maturity) as soon as the coupon payments are remitted. The incremental annual change in the 

yield to maturity (YTM) is defined as: 

∆YTM = (YTM 10-YTM0)/10 

As stated before, results would be more accurate if the actual yields are used. Table 2 simulates 

the holding period return for our investor that invests $1000 in 10-year T-notes in January 1962 

at 3.86%
2
. The investor continues to invest $1000 a year for 10 consecutive years. In addition, 

she reinvests the annual coupon payments as soon as she receives them. For simplicity, we 

assume annual payments instead of semiannual. The last cell in each column shows the total 

amount invested each year which comprises a fresh $1000 contribution plus the sum of all 

coupon payments received from the bonds purchased in prior years. The last $1000 contribution 

occurs at the end of year 9. Up to that point the investor will have invested a total of $10,000 in 

                                                             
1 In this paper MIRR and holding period return have identical meanings.  
2 Note that we use $1,000 for simplicity of use. The MIRR would not change for any other dollar of fixed contributions.  
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T-notes. She finally liquidates her position at the end of year 10; at that point the total value of 

the bond portfolio will be equal to $12,500.69. It is important to remind students that annual 

contributions are made at the current market rate (yield to maturity) at the time when the bond is 

purchased. In order to estimate MIRR we calculate the present value of all contributions and add 

them up. The result is $8,216.66 that is the present value the total amount invested ($10,000). It 

is important to note that the discount rate (yield to maturity) is not fixed but changes every year. 

For example, the $1,000 contributed in year 2 is first discounted by 4.31% and then by 4.09%. 

Finally, we calculate MIRR (FV=$12,500.69, PV=- $8,216.66, N=10, PMT=$0 => 

MIRR=4.29%).   

 

Table 2: Annual Contributions of $1000 to Treasury Notes (January 1962- January 1972 Period) 

 

 

Tables 3 to 6 use the exact same process to estimate MIRRs for the remaining 3 decades, 1972-

2012.  

 

Table 3: Annual Contributions of $1000 to Treasury Notes (January 1972- January 1982 Period) 

Initial Interest Rate 3.860%

Incremental Change 0.226%

Initial Contribution 1,000$       

Contribution Growth 0.00%

Year 0 1 2 3 4 5 6 7 8 9 10

Yield to Maturity 3.86% 4.09% 4.31% 4.54% 4.76% 4.99% 5.22% 5.44% 5.67% 5.89% 6.12%

Investments (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      

38.60$       38.60$       38.60$       38.60$       38.60$       38.60$       38.60$       38.60$       38.60$       38.60$        

(1,038.60)$ 42.44$       42.44$       42.44$       42.44$       42.44$       42.44$       42.44$       42.44$       42.44$        

(1,081.04)$ 46.61$       46.61$       46.61$       46.61$       46.61$       46.61$       46.61$       46.61$        

(1,127.65)$ 51.17$       51.17$       51.17$       51.17$       51.17$       51.17$       51.17$        

(1,178.82)$ 56.16$       56.16$       56.16$       56.16$       56.16$       56.16$        

(1,234.98)$ 61.63$       61.63$       61.63$       61.63$       61.63$        

(1,296.61)$ 67.63$       67.63$       67.63$       67.63$        

(1,364.24)$ 74.24$       74.24$       74.24$        

(1,438.48)$ 81.53$       81.53$        

(1,520.02)$ 89.59$        

11,891.09$ 

PV, FV (8,216.66)$ 12,500.69$ 

MIRR 4.29%
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Table 4: Annual Contributions of $1000 to Treasury Notes (January 1982- January 1992 Period) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Initial Interest Rate 6.12%

Incremental Change 0.806%

Initial Contribution 1,000$       

Contribution Growth 0.00%

Year 0 1 2 3 4 5 6 7 8 9 10

Yield to Maturity 6.12% 6.93% 7.73% 8.54% 9.34% 10.15% 10.96% 11.76% 12.57% 13.37% 14.18%

Investments (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      

61.20$       61.20$       61.20$       61.20$       61.20$       61.20$       61.20$       61.20$       61.20$       61.20$        

(1,061.20)$ 73.50$       73.50$       73.50$       73.50$       73.50$       73.50$       73.50$       73.50$       73.50$        

(1,134.70)$ 87.73$       87.73$       87.73$       87.73$       87.73$       87.73$       87.73$       87.73$        

(1,222.43)$ 104.37$     104.37$     104.37$     104.37$     104.37$     104.37$     104.37$      

(1,326.80)$ 123.98$     123.98$     123.98$     123.98$     123.98$     123.98$      

(1,450.78)$ 147.25$     147.25$     147.25$     147.25$     147.25$      

(1,598.04)$ 175.08$     175.08$     175.08$     175.08$      

(1,773.12)$ 208.55$     208.55$     208.55$      

(1,981.67)$ 249.06$     249.06$      

(2,230.73)$ 298.34$      

13,428.22$ 

PV, FV (7,028.00)$ 14,957.29$ 

MIRR 7.85%

Initial Interest Rate 14.18%

Incremental Change -0.664%

Initial Contribution 1,000$       

Contribution Growth 0.00%

Year 0 1 2 3 4 5 6 7 8 9 10

Yield to Maturity 14.18% 13.52% 12.85% 12.19% 11.52% 10.86% 10.20% 9.53% 8.87% 8.20% 7.54%

Investments (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      

141.80$     141.80$     141.80$     141.80$     141.80$     141.80$     141.80$     141.80$     141.80$     141.80$      

(1,141.80)$ 154.33$     154.33$     154.33$     154.33$     154.33$     154.33$     154.33$     154.33$     154.33$      

(1,296.13)$ 166.58$     166.58$     166.58$     166.58$     166.58$     166.58$     166.58$     166.58$      

(1,462.70)$ 178.27$     178.27$     178.27$     178.27$     178.27$     178.27$     178.27$      

(1,640.98)$ 189.11$     189.11$     189.11$     189.11$     189.11$     189.11$      

(1,830.08)$ 198.75$     198.75$     198.75$     198.75$     198.75$      

(2,028.83)$ 206.86$     206.86$     206.86$     206.86$      

(2,235.69)$ 213.11$     213.11$     213.11$      

(2,448.80)$ 217.16$     217.16$      

(2,665.96)$ 218.72$      

19,370.08$ 

PV, FV (6,345.13)$ 21,254.75$ 

MIRR 12.85%
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Table 5: Annual Contributions of $1000 to Treasury Notes (January 1992- January 2002 Period) 

 

 

 

Table 6: Annual Contributions of $1000 to Treasury Notes (January 2002- January 2012 Period) 

 

Results from Tables 2 to 6 indicate that this simple investment strategy would have resulted in 

holding period returns ranging from 4.29% (1962-72) to 12.85% (1982-92). The 1982-92 period 

was concurrent with significant fall in the yield. It dropped sharply after climbing to all-time 

highs in 1980s (15.84% in July 1981). Interestingly, despite extreme fluctuations in the yield, a 

long-term bond investor that followed this simple investment strategy never faced negative 

returns (we account for inflation later). Among the four decades studied, the 1962-72 period had 

the lowest MIRR of 4.29%.  

Initial Interest Rate 7.54%

Incremental Change -0.213%

Initial Contribution 1,000$       

Contribution Growth 0.00%

Year 0 1 2 3 4 5 6 7 8 9 10

Yield to Maturity 7.54% 7.33% 7.11% 6.90% 6.69% 6.48% 6.26% 6.05% 5.84% 5.62% 5.41%

Investments (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      

75.40$       75.40$       75.40$       75.40$       75.40$       75.40$       75.40$       75.40$       75.40$       75.40$        

(1,075.40)$ 78.79$       78.79$       78.79$       78.79$       78.79$       78.79$       78.79$       78.79$       78.79$        

(1,154.19)$ 82.11$       82.11$       82.11$       82.11$       82.11$       82.11$       82.11$       82.11$        

(1,236.30)$ 85.32$       85.32$       85.32$       85.32$       85.32$       85.32$       85.32$        

(1,321.62)$ 88.39$       88.39$       88.39$       88.39$       88.39$       88.39$        

(1,410.01)$ 91.30$       91.30$       91.30$       91.30$       91.30$        

(1,501.31)$ 94.01$       94.01$       94.01$       94.01$        

(1,595.32)$ 96.50$       96.50$       96.50$        

(1,691.82)$ 98.73$       98.73$        

(1,790.56)$ 100.68$      

14,200.52$ 

PV, FV (7,573.24)$ 15,091.76$ 

MIRR 7.14%

Initial Interest Rate 5.41%

Incremental Change -0.319%

Initial Contribution 1,000$       

Contribution Growth 0.00%

Year 0 1 2 3 4 5 6 7 8 9 10

Yield to Maturity 5.41% 5.09% 4.77% 4.45% 4.13% 3.82% 3.50% 3.18% 2.86% 2.54% 2.22%

Investments (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      

54.10$       54.10$       54.10$       54.10$       54.10$       54.10$       54.10$       54.10$       54.10$       54.10$        

(1,054.10)$ 53.66$       53.66$       53.66$       53.66$       53.66$       53.66$       53.66$       53.66$       53.66$        

(1,107.76)$ 52.86$       52.86$       52.86$       52.86$       52.86$       52.86$       52.86$       52.86$        

(1,160.63)$ 51.68$       51.68$       51.68$       51.68$       51.68$       51.68$       51.68$        

(1,212.31)$ 50.12$       50.12$       50.12$       50.12$       50.12$       50.12$        

(1,262.43)$ 48.16$       48.16$       48.16$       48.16$       48.16$        

(1,310.59)$ 45.82$       45.82$       45.82$       45.82$        

(1,356.41)$ 43.09$       43.09$       43.09$        

(1,399.50)$ 40.00$       40.00$        

(1,439.50)$ 36.55$        

12,922.32$ 

PV, FV (8,345.28)$ 13,398.36$ 

MIRR 4.85%
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To further investigate the impact of extreme changes in the yield, in Tables 7 and 8 we simulate 

the same strategy for 2 consecutive decades of extreme rise and fall in interest rates (July 1971- 

July 1991). The yield reached its peak in July 1981(15.84%). The strategy would have produced 

8.15% return in the 1971-81 period (extreme rise in the yield) and 14.15% return in the 1981-91 

period (extreme fall in the yield).   

Table 7: Annual Contributions of $1000 to Treasury Notes during a Decade Extreme Rise in 

Interest Rate (July 1971- July 1981 Period) 

 

 

Table 8: Annual Contributions Treasury Notes during a Decade of Extreme Fall in Interest Rate 

(July 1981- July 1991 Period) 

 

Initial Interest Rate 6.00%

Incremental Change 0.98%

Initial Contribution 1,000$       

Contribution Growth 0.00%

Year 0 1 2 3 4 5 6 7 8 9 10

Yield to Maturity 6.00% 6.98% 7.97% 8.95% 9.94% 10.92% 11.90% 12.89% 13.87% 14.86% 15.84%

Investments (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      

60.00$       60.00$       60.00$       60.00$       60.00$       60.00$       60.00$       60.00$       60.00$       60.00$        

(1,060.00)$ 74.03$       74.03$       74.03$       74.03$       74.03$       74.03$       74.03$       74.03$       74.03$        

(1,134.03)$ 90.36$       90.36$       90.36$       90.36$       90.36$       90.36$       90.36$       90.36$        

(1,224.39)$ 109.61$     109.61$     109.61$     109.61$     109.61$     109.61$     109.61$      

(1,334.00)$ 132.55$     132.55$     132.55$     132.55$     132.55$     132.55$      

(1,466.54)$ 160.15$     160.15$     160.15$     160.15$     160.15$      

(1,626.69)$ 193.64$     193.64$     193.64$     193.64$      

(1,820.33)$ 234.60$     234.60$     234.60$      

(2,054.94)$ 285.06$     285.06$      

(2,340.00)$ 347.63$      

13,449.95$ 

PV, FV (6,915.01)$ 15,137.58$ 

MIRR 8.15%

Initial Interest Rate 15.84%

Incremental Change -0.84%

Initial Contribution 1,000$       

Contribution Growth 0.00%

Year 0 1 2 3 4 5 6 7 8 9 10

Yield to Maturity 15.84% 15.00% 14.17% 13.33% 12.49% 11.66% 10.82% 9.98% 9.14% 8.31% 7.47%

Investments (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      (1,000)$      

158.40$     158.40$     158.40$     158.40$     158.40$     158.40$     158.40$     158.40$     158.40$     158.40$      

(1,158.40)$ 173.79$     173.79$     173.79$     173.79$     173.79$     173.79$     173.79$     173.79$     173.79$      

(1,332.19)$ 188.72$     188.72$     188.72$     188.72$     188.72$     188.72$     188.72$     188.72$      

(1,520.91)$ 202.72$     202.72$     202.72$     202.72$     202.72$     202.72$     202.72$      

(1,723.64)$ 215.32$     215.32$     215.32$     215.32$     215.32$     215.32$      

(1,938.95)$ 225.98$     225.98$     225.98$     225.98$     225.98$      

(2,164.94)$ 234.20$     234.20$     234.20$     234.20$      

(2,399.14)$ 239.46$     239.46$     239.46$      

(2,638.60)$ 241.27$     241.27$      

(2,879.87)$ 239.23$      

20,921.54$ 

PV, FV (6,131.26)$ 23,040.64$ 

MIRR 14.15%
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Further, we compute MIRR for a different yet simpler investing strategy: a one-time $1000 

investment in a 10 year T-notes (instead of annual contributions). In Tables 9 and 10 we simulate 

this strategy for the same 2 periods (1971-91). 

 

Table 9: Initial Investment of $1000 and No Further Contributions during a Decade Extreme 

Rise in Interest Rate (July 1971- July 1981 Period) 

 

 

Table 10: Initial Investment of $1000 and No Further Contributions during a Decade of Extreme 

Fall in Interest Rate (July 1981- July 1991 Period) 

 

Tables 9 and 10 show that even for a more passive strategy such as a one-time $1000 investment 

an investor could have earned 6.38% in the 1971-81 period and 15.30% in the 1981-91 period. 

Initial Interest Rate 6.00%

Incremental Change 0.984%

Initial Contribution 1,000$       

Contribution Growth 0.00%

Year 0 1 2 3 4 5 6 7 8 9 10

Yield to Maturity 6.00% 6.98% 7.97% 8.95% 9.94% 10.92% 11.90% 12.89% 13.87% 14.86% 15.84%

Investments (1,000)$      -$           -$           -$           -$           -$           -$           -$           -$           -$           

60.00$       60.00$       60.00$       60.00$       60.00$       60.00$       60.00$       60.00$       60.00$       60.00$        

(60.00)$      4.19$         4.19$         4.19$         4.19$         4.19$         4.19$         4.19$         4.19$         4.19$          

(64.19)$      5.11$         5.11$         5.11$         5.11$         5.11$         5.11$         5.11$         5.11$          

(69.31)$      6.20$         6.20$         6.20$         6.20$         6.20$         6.20$         6.20$          

(75.51)$      7.50$         7.50$         7.50$         7.50$         7.50$         7.50$          

(83.01)$      9.06$         9.06$         9.06$         9.06$         9.06$          

(92.08)$      10.96$       10.96$       10.96$       10.96$        

(103.04)$    13.28$       13.28$       13.28$        

(116.32)$    16.14$       16.14$        

(132.45)$    19.68$        

1,704.71$   

PV, FV (1,000.00)$ 1,856.84$   

MIRR 6.38%

Initial Interest Rate 15.84%

Incremental Change -0.837%

Initial Contribution 1,000$       

Contribution Growth 0.00%

Year 0 1 2 3 4 5 6 7 8 9 10

Yield to Maturity 15.84% 15.00% 14.17% 13.33% 12.49% 11.66% 10.82% 9.98% 9.14% 8.31% 7.47%

Investments (1,000)$      -$           -$           -$           -$           -$           -$           -$           -$           -$           

158.40$     158.40$     158.40$     158.40$     158.40$     158.40$     158.40$     158.40$     158.40$     158.40$      

(158.40)$    23.76$       23.76$       23.76$       23.76$       23.76$       23.76$       23.76$       23.76$       23.76$        

(182.16)$    25.81$       25.81$       25.81$       25.81$       25.81$       25.81$       25.81$       25.81$        

(207.97)$    27.72$       27.72$       27.72$       27.72$       27.72$       27.72$       27.72$        

(235.69)$    29.44$       29.44$       29.44$       29.44$       29.44$       29.44$        

(265.13)$    30.90$       30.90$       30.90$       30.90$       30.90$        

(296.03)$    32.02$       32.02$       32.02$       32.02$        

(328.06)$    32.74$       32.74$       32.74$        

(360.80)$    32.99$       32.99$        

(393.79)$    32.71$        

3,724.08$   

PV, FV (1,000.00)$ 4,150.58$   

MIRR 15.30%
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Next, we relax one of our initial assumptions. In all previous simulations, we assumed 10-year T-

notes make annual coupon payments. This is not the case. All U.S Treasury bonds pay 

semiannual coupon payments. In Tables 11 and 12 we repeat a similar investment strategy, this 

time for a 5 year period. We assume our investor makes $500 contributions semiannually for five 

consecutive years. We compare her holding period returns for these two periods: July 1976- July 

1981 and July 1981- July 1996.  As was the case before, our investor reinvests the semiannual 

coupon payments immediately after she receives them. Using a similar methodology, this time 

with semiannual discounting, we compute MIRR again: 9.37% for the 1976- 81 and 14.68% for 

the 1981-86 period.  

 

Table 11: Semiannual contributions (July 1976- July 1981)
3
 

 

 

 

 

 

 

 

                                                             
3
 Here we assumed $500 semiannual contributions to be consistent with $1000 annual contributions in the former Tables. However, the MIRR 

will remain unchanged, regardless of the contribution dollar amount, as long as the contributions are fixed across the 5 year period. This is also 

true for the previous Tables. 

Initial Interest Rate 7.55%
Incremental Change 0.829%

Initial Contribution 500$              
Contribution Growth 0.00%

Year 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Yield to Maturity 7.55% 8.38% 9.21% 10.04% 10.87% 11.70% 12.52% 13.35% 14.18% 15.01% 15.84%
Investments (500)$             (500)$         (500)$         (500)$         (500)$         (500)$         (500)$         (500)$         (500)$         (500)$         

18.88$       18.88$       18.88$       18.88$       18.88$       18.88$       18.88$       18.88$       18.88$       18.88$          

(518.88)$    21.74$       21.74$       21.74$       21.74$       21.74$       21.74$       21.74$       21.74$       21.74$          

(540.61)$    24.89$       24.89$       24.89$       24.89$       24.89$       24.89$       24.89$       24.89$          

(565.50)$    28.38$       28.38$       28.38$       28.38$       28.38$       28.38$       28.38$          

(593.88)$    32.27$       32.27$       32.27$       32.27$       32.27$       32.27$          

(626.15)$    36.61$       36.61$       36.61$       36.61$       36.61$          

(662.76)$    41.50$       41.50$       41.50$       41.50$          

(704.26)$    47.02$       47.02$       47.02$          

(751.28)$    53.27$       53.27$          

(804.56)$    60.39$          

5,921.23$     

PV, FV (4,017.42)$     6,286.18$     

MIRR 9.37%
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Table 12: Semiannual contributions (July 1981- July 1986) 

 

 

Table 13 summarizes the results. The first panel shows MIRRs for decades of rising rate versus 

decades of falling rate. The second panel compares holding period returns for 1971-81 and 1981-

91 periods in which we observed extreme rise and fall in the yield. Within each group, we also 

compare the MIRRs for two different strategies: fixed annual contributions versus one time 

contributions at the beginning of the period. Finally, in the last panel we show MIRRs for fixed 

semiannual contributions and semiannual coupon payments for two consecutive five-year 

periods: 1976-81 and 1981- 86. In order to get a sense of inflation-adjust returns, we define Real 

Return as: 

Real Return = MIRR- Inflation 

Where the Inflation is the average annualized inflation rate during the period. Results show that 

our hypothetical investor would have enjoyed significant positive return for 3 out of the 4 

decades. Only the 1971-1981 period, which was concurrent with extreme rise of 9.84% in the 

yield, results in a minor negative return. In this paper, we assumed annual coupon payments so 

we could simplify the case and at the same time cover the entire decade. Not doing so would 

have resulted in tables with 20 columns which would have made the calculations more 

cumbersome.  

  

Initial Interest Rate 15.84%
Incremental Change -0.914%

Initial Contribution 500$              
Contribution Growth 0.00%

Year 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Yield to Maturity 15.84% 14.93% 14.01% 13.10% 12.18% 11.27% 10.36% 9.44% 8.53% 7.61% 6.70%
Investments (500)$             (500)$         (500)$         (500)$         (500)$         (500)$         (500)$         (500)$         (500)$         (500)$         

39.60$       39.60$       39.60$       39.60$       39.60$       39.60$       39.60$       39.60$       39.60$       39.60$          

(539.60)$    40.27$       40.27$       40.27$       40.27$       40.27$       40.27$       40.27$       40.27$       40.27$          

(579.87)$    40.63$       40.63$       40.63$       40.63$       40.63$       40.63$       40.63$       40.63$          

(620.50)$    40.64$       40.64$       40.64$       40.64$       40.64$       40.64$       40.64$          

(661.13)$    40.27$       40.27$       40.27$       40.27$       40.27$       40.27$          

(701.41)$    39.52$       39.52$       39.52$       39.52$       39.52$          

(740.93)$    38.36$       38.36$       38.36$       38.36$          

(779.29)$    36.79$       36.79$       36.79$          

(816.08)$    34.79$       34.79$          

(850.87)$    32.39$          

7,266.44$     

PV, FV (3,856.34)$     7,649.70$     

MIRR 14.68%
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Table 13: Summary Results 

  Period   

Inflatio

n Real 

  

Rate Change 

(%) 

MIRR 

(%) 

Rate 

(%)
4
  

 Return 

(%) 

Decades of Rising Rate: Fixed Contributions         

1962-1972 2.26 4.29 3.10 1.19 

1972-1982 8.06 7.85 8.45 -0.60 

Decades of Falling Rate: Fixed 

Contributions 

    1982-1992 -6.64 12.85 4.13 8.72 

1992-2002 -2.13 7.14 2.67 4.47 

2002-2012 -3.19 4.85 2.42 2.43 

Decades of Extreme Rise and Fall         

July 1971- July 1981 (Rise) 

    Fixed Annual Contributions 9.84 8.15 8.42 -0.27 

One-Time Contribution 9.84 6.38 8.42 -2.04 

July 1981- July 1991 (Fall) 

    Fixed Annual Contributions -8.37 14.15 4.13 10.02 

One-Time Contribution -8.37 15.30 4.13 11.17 

Semiannual Coupon Payments: Fixed 

Contributions         

July 1976- July 1981 8.29 9.37 9.82 -0.45 

July 1981- July 1986 -9.14 14.68 3.81 10.87 

 

3. Conclusion 

In this paper we simulate cash in/outflows of an investor that makes fixed periodic contributions 

to her one-bond portfolio and liquidates her position after a decade (or five year with semiannual 

coupon payments). Then we calculated her holding-period returns defined as MIRR and  

hypothesize that she, as a long-term investor, should not be too concerned with interest rate 

fluctuations for two reasons: first, the dollar cost-averaging strategy mainly used with this simple 

strategy (which in terms of fixed contributions is similar to contributions to bond funds in  

retirement accounts) mitigates the risk of fall in portfolio values; second, the opportunity to 

reinvest ‘guaranteed’ interest payments back in the portfolio helps boosting the holding period 

returns significantly.  Our simulation results indicate that long-term bond investors would have 

earned positive returns that would have exceeded the inflation rate, regardless of rising or falling 

                                                             
4  Inflations were extracted from http://www.usinflationcalculator.com/inflation/historical-inflation-rates/  and 

http://www.usinflationcalculator.com/ 

http://www.usinflationcalculator.com/inflation/historical-inflation-rates/
http://www.usinflationcalculator.com/
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interest rates in any particular decade, except for the 1971-81 period during which the interest 

rate soared by 9.84% . The case studied in this paper has a pedagogical objective as well. 

Finance students often struggle to fully understand the difference between coupon rate and yield 

to maturity. Also, the reinvestment rate assumption embedded in the bond pricing model seems 

difficult to comprehend for most students. By asking students to do similar simulations, they 

attain a deeper understating of reinvestment rate assumption and yield to maturity. This would 

help students not only with better understanding of  bonds but also with comprehension of 

related topics such as internal rate of return (IRR) in capital budgeting. 
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This article employs the structural vector error correction model (VEC), to study the 

quarterly effects of GDP, the money supply (MS), Inflation (GDP-deflator) and exchange rates 

(XR) shocks, on real stock prices in the emerging economy of Jordan.   Overall, the empirical 

results show that each macro shock has important effects on real stock prices, the most important 

being the foreign sector.  The impulse response functions analysis shows that real stock price 

responses to various macroeconomic shocks are in line with the standard present-value equity 

valuation model, and they shed considerable light on the well-known negative correlation 

between real stock returns and inflation.  

 

I. Introduction 

Jordanian Economy and Stock Market Evolution 

Jordan is a small country with limited natural resources, but has improved since its inception as a 

country. Its current GDP per capita soared by 351% in the seventies. This growth proved 

unsustainable and consequently shrank by 30% in the eighties. It rebounded with growth of 36% 

in the nineties. In the twenty first century, the average increase in the GDP was 6.26%. 

Since King Abdallah II’s accession in 1999, liberal economic policies have been introduced 

which has resulting in a boom lasting for a decade continuing through 2009. Jordan’s economy 

has been growing at an annual rate of 7% during this decade. King Abdallah has repeatedly 

emphasized that Jordan has a bright future and that it compares favorably with much of the 

region on key social and economic indicators. 

The main sources of Jordan’s growth are the increase in foreign investment and exports. Jordan’s 

well developed and modern banking sector is becoming the investment destination choice due to 

its conservative banking policies. Jordan is now one of the freest and most competitive 

economies in the Middle East scoring higher than United Arab Emirates and Lebanon.  Jordan is 

a member of the Greater Arab Free Trade Agreement, the Euro-Mediterranean Free Trade 

Agreement, and the Agadir Agreement. Jordan has FTA’s with the United States, Canada, 

Singapore, Malaysia, Libya, Algeria, and Syria.  Jordan is classified as an emerging market. 

For an emerging economy like Jordan, The Amman Stock Exchange (ASE), is usually large in 

terms of market capitalization (almost 300 % of GDP). The ASE plays an important role in 

channeling and intermediating capital in the Jordanian economy, which currently depends to a 
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significant extent on foreign capital inflows. The ASE started well in 2007 and the market was 

up by 11% at the end of the first quarter. It started to decline and was down by 6% at the end of 

the second quarter and by another 1% at the end of the third quarter. Jordan economy has come 

under some pressure in 2007 and perhaps more in 2008, primarily from global increase in oil and 

food prices that have affected the government budget. Despite the fact that Jordan is facing 

enormous economic pressure, it is still managing to sustain good level of GDP growth and 

foreign investment.  

 

II. Literature Review: 

Numerous research papers, have studied the influences of macroeconomic related variables, both 

in developed and developing economies, on stock prices. G.Andu,  G.Menshan , J.TeiMensah 

and P. Boakye Frimpong (2013), using non-parametric models, have shown stock prices for the 

stock market of Ghana are specifically affected by macroeconomic fundamentals. A. Rafay, 

F.Nazand S.Rubab (2014), provide evidence that stock prices, in KSE (Karachi Stock Exchange 

100-index) Granger caused by Macroeconomic fundamentals. K. Hussainy, Le Khanh Nga 

(2009) using a multivariate vector autoregressive model, showed that stock prices in Viet Nam 

are related to industrial production and interest rates. Yarty (2008) examined the institutional and 

macroeconomic determinants of stock market development using data of 42 emerging 

economies. His analysis showed that macroeconomic factors such as income level, gross 

domestic investment, banking sectors development, private capital flows, and stock market 

liquidity are important determinants of stock market development in emerging market countries. 

His results showed that political risk, law and order, and bureaucratic quality are important 

determinants of stock market development.  Mala and Reddy (2007) used the Autoregressive 

Conditional Heteroskedasticity (ARCH) models and its extension, the Generalized ARCH model 

to analyze the presence of the stock market volatility on Fiji’s stock market. Their results showed 

that the interest rates changes have a significant impact on the stock market volatility. El-Wassal 

(2005) used the Two Stages Least Squares combined with the Fixed Effect technique to show 

that economic growth, financial liberalization policies and foreign portfolio investments were the 

leading factors of the emerging stock market growth. The relationship of stock prices and 

macroeconomic factors, in developing economies, was researched by Muradoglu, Taskin, and 

Bigan (2000), Diacogiannis, Tsiritakis, and Manolas (2001), Wongbangpo and Sharma (2002), 

and Mukhopadhyay and Sarkar (2003). Their research results showed that the linkage between 

stock returns and macroeconomic variables were mainly due to the relative size of the respective 

stock market and their integration with the world market. Levine and Zervos (1998) found that 

various measures of stock market activity are positively correlated with measures of real 

economic growth across countries.  Tsoukalas (1999) showed that the stock returns are predicted 
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by the dividend price ratio and the dividend growth rate in the U.S., Japanese and British stock 

market. Rapach (2001) used the Vector Autoregressive (VAR) framework to show that stock 

price fluctuations could be explained by shocks in the money supply, aggregate spending and 

aggregate supply. On the other hand, Lee(1992) used the a traditional four variable VAR model 

to show that shocks in real stock returns, real interest rate, industrial production and inflation can 

cause fluctuations in stock returns.  

 
III. Methodology 

 

     For this study, we use the vector error correction model (VEC) because when series are co-

integrated, the long run relation between the series is lost if using SVAR in first differences. We 

follow Rapach’s (2001) specification and construct the model where the variables are, stock 

returns SR,, short term interest rates IR, and changes in the Gross Domestic Product (GDP),  

exchange rate XR, gdp deflator DEFL, money supply (MS) .  The variable of interest is real 

stock returns, which is assumed to be driven by shocks in prices, portfolio, nominal interest rates, 

monetary policy, and real output.  Shocks in prices come mainly from changes in aggregate 

spending and are proxied by the gdp deflator index.  Portfolio shocks are proxied by changes in 

the index, and come from changes in the demand for stocks, in the context of Tobin (1969).  This 

shock could result, for example, from changes in transaction costs in the stock market or an 

exogenous change in the perceived riskiness of stocks (an “equity premium” shock).  A money 

supply shock comes from changes in the money supply.  

We use the Vector Error Correction model for this study, because the use of a Structural Vector 

Auto-regression (SVAR) in first differences model in series that present co-integration loses the 

long run relationship between the series. This is akin to an omitted variable bias. The VEC model 

supposes that the data is described by We use the Vector Error Correction model for this study, 

because the use of a Structural Vector Autoregression (SVAR) in first differences model in series 

that present cointegration loses the long run relationship between the series. This is akin to an 

omitted variable bias. The VEC model supposes that the data is described by  

ώ ὥ ὥώ ὥώ Ễ ὥώ ‐ (2) 

Where the coefficients ὥȟὭ‭ρȟὴare N x N matrices, yt and εt are N x 1 vectors. 

The system presented in equation 1 can be written as (Hamilton, 1994) 

Ὅ ”ὒώ ὦὒ ὦὒ Ễ ὦ ὒ ɝώ ὥ ‐ (3) 

Where ” ὥ Ễ ὥ and ὦ ὥ Ễ ὥ ȟίɴ ρȟὴ ρ. 
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If ρ = IN, the VAR contains N independent unit roots, and the equation can be estimated in 

differences. If ρ ≠ IN then there is cointegration and the equation should not be estimated in 

differences. Subtracting yt-1 at both sides of equation (3) and re writing the equation we get 

:ɝώ ὦɝώ ὦɝώ Ễ ὦ ɝώ ὥ ὄᾀ ‐(4)  

Where zt-1 = A’yt-1. In equation (4), the long run relationship between the variables is reflected in 

the matrix B. Equation (4) is known as the Vector Error Correction model. It can be seen that 

running a regression in differences when series are cointegrated omits the term Bzt-1, hence 

having omitted variable bias in the results. 

IV. Empirical Results 

• Data  

The quarterly data for this study span 1994:1- 2007:4 We concentrate on tests using quarterly 

observations rather than monthly due to the argument presented by Fama (1990) and Binswanger 

(1999). They argue that monthly returns have only limited explanatory power for growth rates in 

real activity.  

 The proxy for stock prices is the Amman Stock Exchange.  The GDP series are seasonally 

adjusted, MS and XR are provided by the econstats.com. The nominal interest rate is the short 

term interest rates offered by the government central bank of Jordan. The price deflator is used to 

calculate the real stock returns that would be obtained by investing in the stock market, and to 

calculate the real change in the GDP.  All growth rates are calculated as changes in real log levels 

of the variables.  All variables are from econstats.com.  

 

• Unit Roots and Co-integration Tests 
 

According to the augmented Dickey-Fuller and Phillips-Perron unit root tests, all variables are 

non-stationary in levels, but stationary in first differences or I(1).  Results are available upon 

request. 

Based on the results of the Johansen co-integration test, the null hypothesis of no co-integration is 

rejected at the 95% for all the countries in this study.  Table 1 present the results of the co-

integration tests for the periods with and without the financial crisis of 2007.  In both cases the 

λtrace test shows that the null hypothesis of r=0 against the alternative of r=1 at the 95% critical 

values is rejected for the five countries.  The λmax test also rejects the null of r=0 against the null 

of no co-integration of r=1.  The finding of co-integration suggests that using an SVAR model in 

levels or differences is not appropriate (Hamilton, 1994), hence, we will use a VEC (Vector Error 
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Correction) model. Since all the variables in levels are I(1) processes, equation (1) can be written 

as the following error correction representation 

 

Where the matrix of coefficients, B, represents the long run relationship between the co-integrated 

time series. 

• Analysis of results 
 

The VEC model is estimated for the SR, DEFL, XR, IR. The vector error decomposition and 

impulse response functions are presented.  

The variance error decomposition results suggest that the biggest contributor to the stock return 

variation is the stock disturbance. The error variance decomposition for in the study are 

presented in Table 2.  VEC model suggest that, on average, 38% of the stock variation is 

explained by the stock disturbance. The error variance decomposition also shows that the 

influence of the stock disturbance diminishes as time passes. Around 55% of the first quarter 

variance in stock returns is explained by the stock disturbance, this percentage drops to 6% in 

quarter 20. The effect of the stock disturbance in future variance also diminishes as time passes.  

The second contributor to the variance of stock returns results suggest that the money supply 

shocks are the second influence, being responsible for 12% of the variance of stock returns on 

average. The error decomposition suggests the influence of the money supply  shocks 

disturbances to be 30% on average, making it the second most important variable affecting the 

variance of stocks returns.  

The impulse response functions are presented in figure 1 The impulse response functions show 

that the effect of portfolio shocks on stock returns is short lived and of low amplitude for the 

period studied. This last result is in disagreement with the efficient market hypothesis whereby 

the stocks prices change in response to new information, making old information obsolete in a 

very short time. The impulse response functions also suggest that a money supply shock effect 

on the stocks returns.  As MS increases , SR increases but after the 6 quarter the effect became 

negative.    Money supply not affecting stocks returns runs contrary to the results obtained by 

Rapach (2001); in theory, an increase in the interest rates should increase the rate used by 

investors to discount future cash flows, decreasing the price of stocks, which decreases the ex-

post stocks returns. Changes in the money supply having no influence on stock returns agrees 

with the lifetime consumption hypothesis assuming that changes in the money supply are neutral 

with respect to net wealth. Wong, Khan, and Du (2005) do not find any relationship between 
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interest rates and stock returns for the U.S. market, which amounts to saying that they do not find 

any relationship between money supply and stocks returns.  

The impulse response functions for an aggregate spending shock (proxied by inflation rate) are in 

agreement with results of developed economies, an aggregate spending shock provokes a drop in 

stock returns that lasts about five quarters.  

The result on the stock returns of an aggregate supply shock (reflected in the GDP) shows an 

aggregate supply shock provokes an increase in stock returns. An aggregate supply shock leads 

to an increase in the stock returns. The effects of an aggregate supply shock on stocks returns 

lasts around five quarters.  

Apart from the variance decomposition and the impulse response functions, we present the 

results for the regressions with the aim of assessing the significance of the variables in 

explaining the stocks returns. The results of the regression is  presented in Table 3. The results 

indicate that portfolio and aggregate spending shocks have explanatory power, at the 10% level 

at least, when the stock return is the dependent variable.  

The VEC results agree with the long run restriction of neutrality of the money supply, in the 

sense that the coefficient for interest rate is statistically insignificant.  

Analysis of the results indicates that macroeconomic shocks only have temporary effects on real 

stock returns.  An increase in the real output for example, may initially cause real returns to 

deviate from their long-run permanent value or mean, because investors perceive this as a signal 

of “favorable news“ about the future performance of the firm and so stock prices increase.  In the 

long-run however, stock prices will return to the long-run (permanent) value.  Put it differently, 

we assume that in the long-run surprises in real output have no persistent effects on stock returns.  

This assumption agrees with the efficient market hypothesis in that only unanticipated changes in 

the real growth rate of output matter.   
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APPENDIX I 

TABLE 1 

•  Method: Least Squares 
 

 

Variable 
Coefficient Std. Error t-Statistic Prob.   

LMS 1.782223 0.441015 4.041183 0.0002 
LXR -12.01441 5.027534 -2.389723 0.0207 

LGDP -1.753305 0.848379 -2.066654 0.0440 
LDEFL 2.368790 1.177430 2.011831 0.0496 

R-squared 0.385865     Mean dependent var 7.485488 
Adjusted R-squared 0.349017     S.D. dependent var 0.432711 
S.E. of regression 0.349126     Akaike info criterion 0.804420 
Sum squared resid 6.094452     Schwarz criterion 0.951752 
Log likelihood -17.71934     Durbin-Watson stat 1.566907 

 

TABLE 2 

Augmented Dickey-Fuller tests for autoregressive unit roots 

 

      k 

yt =    +   yt-1  +   yt-j  +  t     

         j=1 

 

Levels 1
st
 diffrences 

Variables Lags 

(k) 

(AIC 

ADF 

Stat. 

Prob. Conclusion Variables Lags 

(k) 

(AIC) 

ADF 

Stat. 

Prob. Conclusion 

Sto.Prices 2 -1.30 .6229 U.R. S 2 -.629 .000 Not U.R. 

DEFL 2 -.326 .6146 U.R. P 2 -.683 .000 Not U.R. 

GDP 2 .8283 .9941 U.R. Y 2 -9.84 .000 Not U.R. 

Int. Rates 1 -1.57 .4938 U.R. I 1 -.425 .000 Not U.R. 

XRat 2 -1.15 .6309 U.R. X 2 -.935 .000 Not U.R. 

Numbers are the t-statistics for testing the null hypothesis that b is equal to 0. The critical values 

are -3.43, -2.86, and -2.57 at the 1, 5, and 10 percent levels, respectively. Lag length k is chosen 

so that the Ljung-Box Q-statistic fails to reject the null hypothesis of no serial correlation in the 

residuals of equation (1). 
b 
S is the quarterly closing stock market index, P is quarterly prices, Y is output, and I is interest 

rates .
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TABLE 3: VEC  Results 

 
 

 
 Standard errors & t-statistics in parentheses 
Cointegrating Eq:  CointEq1      

S(-1)  1.000000      
       

P(-1) -7.978944      

  (4.89876)      
 (-1.62877)      

       
Y(-1)  1.455007      

  (4.04618)      

  (0.35960)      

       
X(-1) -21.28324      

  (14.5634)      

 (-1.46142)      

       
MS(-1) -0.000104      

  (6.8E-05)      

 (-1.53234)      
       

I(-1)  0.014179      

  (0.28229)      

  (0.05023)      
       

C  0.198590  

 

 

    

 

 TABLE 4.  Cointegration results 

Coint. eq.:      S(-1)     C            P(-1)            Y(-1)        X(-1)         MS(-1)       I(-1)  
 Coint. Eq1    1.00   .1985  -7.9789   1.455 21.28   -.00014     .014 
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TABLE. 5 

Variance decomposition for SR 

 
SR        

 
Period 

S.E. SR GDP DEFL IR MS XR 

 1   100.0000  0.000000  0.000000  0.000000  0.000000  0.000000 

 2   89.50629  4.837090  2.930567  1.841999  0.092957  0.791093 

 3   87.22623  4.719283  3.060733  1.909652  0.090975  2.993129 

 4   86.65727  4.855186  3.009248  1.948782  0.518721  3.010793 

 5   86.24648  5.016091  3.254367  1.942219  0.513038  3.027805 

 6   86.06890  5.054200  3.355010  1.939639  0.561034  3.021220 

 7   85.85266  5.094825  3.372448  1.934094  0.593819  3.152154 
 8   85.74541  5.099318  3.383460  1.936202  0.661428  3.174178 

 9   85.68326  5.133171  3.408271  1.934478  0.661499  3.179322 

 10   85.54350  5.211433  3.451359  1.931580  0.666260  3.195868 
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OPBM II: An Interpretation of the CAN SLIM Investment Strategy  

 

Matt Lutey* Michael Crum** David Rayome*** 

 

Abstract 

The CAN SLIM investment strategy was developed by William J. O’Neil and has been 

popularized by Investor’s Business Daily. This trading strategy involves selecting stocks based 

upon seven criteria, and requires active portfolio management. One disadvantage of the CAN 

SLIM strategy has been how complicated it can be for individual investors to actually use it. This 

paper presents and tests a simplified version of the CAN SLIM strategy, which reduces the seven 

criteria to four. The results show that this simplified CAN SLIM strategy could be used by an 

individual investor with little or no analytical capabilities to outperform a buy and hold strategy 

of the NASDAQ 100 index. The simplified trading strategy outperformed the NASDAQ 100 

Index by .94% per month for the period 2010 through 2013. Tested over 3 years, this system 

achieved greater reward per unit of risk when compared to the NASDAQ 100.   The strategy 

developed a 96.26% total return on investment and outperformed the market by randomly 

selecting up to 10 portfolio positions each week. 

INTRODUCTION 

The CAN SLIM trading strategy, created by William J. O’Neil, involves selecting stocks 

based upon seven criteria (2002). Despite the fact that the seven selection criteria are relatively 

simple to understand conceptually, they can be extremely difficult to actually use to select 

stocks. This is particularly problematic as the CAN SLIM strategy is viewed as a tool for the 

individual investor, who may not have the knowledge and/or ability to use the strategy correctly.   

This paper develops and tests a simplified version of the CAN SLIM strategy- 

outperform the broad market (OPBM) II, which reduces the seven selection criteria to four 

criteria. This simplified CAN SLIM trading strategy is designed so that the average individual 

investor (with little to no analytic capability) could easily select stocks using widely available 

stock screeners. Thus, the investor would not need to spend the time developing the needed 

market expertise required to successfully implement the traditional CAN SLIM strategy.   

* Matt Lutey, Walker L. Cisler College of Business, Northern Michigan University,  

906-227-2947, mlutey@nmu.edu 
‘’ 
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Most preliminary research regarding the effectiveness of the CAN SLIM strategy involve 

using the CAN SLIM criteria to select stocks from the S&P 500 and using back-testing to 

compare the returns of this “CAN SLIM portfolio” to the performance of the S&P 500 index 

(Lutey, Crum & Rayome, 2013). This paper makes use a similar methodology, but the NASDAQ 

100 is used instead of the S&P 500. Back-testing is used compare the performance of the 

portfolio of stocks selected from the NASDAQ 100 using the simplified CAN SLIM strategy 

(OPBM II) to the performance of the NASDAQ 100 index. The CAN SLIM approach is often 

viewed as a strategy for selecting stocks in the S&P 500 index, and this paper attempts to see if 

the strategy is effective for the NASDAQ 100 as well.  

Outperforming the Market 

Financial markets are commonly viewed as being weak-form, semi-strong-form or 

strong-form efficient (Fama, 1970). The more efficient a market is, the more difficult to use 

active trading to consistently outperform the market on a risk-adjusted basis. However, there is 

much debate to the extent to which financial markets are efficient. The fields of cognitive 

psychology and behavioral finance argue that human beings are subject to bounded rationality 

(Simon, 1957), and this bounded rationality likely limits the rationality of their investment 

decisions (Dietrich et al., 2001). Since rational human behavior is needed for markets to be 

efficient, this may indicate that financial markets may not be highly efficient. Some empirical 

research has found some anomalies in financial markets which indicate that markets may not be 

high efficient, such as the January effect (Haug & Hirschey, 2006) and the size effect (van Dijk, 

2011). Also, some trading strategies, relying on either technical analysis, fundamental analysis, 

or a combination of both, have been shown to be effective in outperforming market benchmarks. 

Specifically, some research suggests that the Bollinger Bands (Balsara, Chen, & Zheng, 2007), 

trading range breakout (Raj & Thurston, 1995) and CAN SLIM (Schadler & Cotton, 2008; Lutey 

et al., 2013) trading strategies may outperform relevant market benchmarks.  

CAN SLIM Strategy 

This paper focuses specifically on the CAN SLIM trading strategy, which was created by 

William J. O’Neil (2002). The CAN SLIM strategy is based on his analysis of 500 of the biggest 

stock market winners from 1953 to 1993. The book How to Buy Stocks (2002) explains the CAN 

SLIM strategy in substantial detail. The seven parts of the mnemonic, which are the seven 

criteria for selecting stocks, are as follows:  
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C - Current earnings. Per share, current earnings should be up to 25%. Additionally, if 

earnings are accelerating in recent quarters, this is a positive prognostic sign. 

A - Annual earnings, which should be up 25% or more in each of the last three years. 

Annual returns on equity should be 17% or more 

N - New product or service, which refers to the idea that a company should have a new 

basic idea that fuels the earnings growth seen in the first two parts of the mnemonic. This 

product is what allows the stock to emerge from a proper chart pattern of its past earnings to 

allow it to continue to grow and achieve a new high for pricing. A notable example of this is 

Apple Computer's iPod. 

S - Supply and demand. An index of a stock's demand can be seen by the trading volume 

of the stock, particularly during price increases. 

L - Leader or laggard? O'Neil suggests buying "the leading stock in a leading industry". 

This somewhat qualitative measurement can be more objectively measured by the Relative Price 

Strength Rating (RPSR) of the stock, an index designed to measure the price of stock over the 

past 12 months in comparison to the rest of the market based on the S&P 500 or the TSE 300 

over a set period of time. 

I - Institutional sponsorship - which refers to the ownership of the stock by mutual funds, 

particularly in recent quarters. A quantitative measure here is the Accumulation/Distribution 

Rating, which is a gauge of mutual fund activity in a particular stock. 

M - Market indexes, particularly the Dow Jones, S&P 500, and NASDAQ. During the 

time of investment, O'Neil prefers investing during times of definite uptrends of these three 

indices, as three out of four stocks tend to follow the general market pattern.  

As can be seen in the criteria listed above, the CAN SLIM strategy involves purchasing 

stocks in firms with new products or services, new management or anything new and 

entrepreneurial that could spark growth (O’Neil, 2002). Thus, firms that are effective at 

corporate entrepreneurship and developing new products are preferred to those that are less 

innovative and that rely on selling older products or services. Also, the trading strategy indicates 

that only the top stocks who are leaders in their market sector should be purchased. The CAN 

SLIM trading strategy advises moving towards conserving capital during correction phases and 

bear markets and making buy decision only in confirmed bull markets. This part of the CAN 

SLIM criteria is particularly complex as recognizing chart patterns and understanding cyclical 

markets is required, which may be exceeding difficult for the typical individual investor.   
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The CAN SLIM strategy relies substantially on recognizing quarterly and yearly earnings 

growth and incorporates purchasing companies with a low number of outstanding shares. The 

reasoning behind this is fairly straightforward- low market volume can move the share price a 

great deal (O’Neil, 2002).  This means an investor could make or lose money very quickly. Due 

to this, the trading strategy incorporates an important 3:1 profit taking policy. No matter at what 

per share price a stock is purchased, if it ever falls 7-8% below that purchase price, an investor 

should immediately sell the stock in order to limit their loses. On the upside however, CAN 

SLIM suggests systematically taking profits after a 20%-25% increase in share price under the 

assumption that many stocks will retreat and build a new basis after reaching this level. 

 

A number of studies have examined the CAN SLIM strategy empirically. Deboeck 

(2000) explores the use of self-organizing maps to help determine differences between the 

holdings of “smart” investors and holdings of large institutions. Suh, Li and Gao (2004) make 

use of artificial intelligence to create a program that analyzes the Cup and Handle chart 

formation which is a trigger for a CAN SLIM purchase. However, portfolio construction and 

return analysis are not performed in these articles. Other researchers have performed more 

explicit examinations of the effectiveness of the CAN SLIM strategy. Olson, Nelson, Witt and 

Mossman (1998) examine the CAN SLIM strategy on S&P 500 stocks from 1984 to 1992. They 

found market adjusted abnormal monthly returns of 1.81% on stocks and a 3.18% return on an 

arbitrage portfolio. Gillette (2005) applies the CAN SLIM strategy to equities listed on the 

German stock market and determines that CAN SLIM strategy was not effective in 

outperforming the German stock market. The author did use a simplified CAN SLIM strategy by 

dropping the N (New), L (Leader), and I (Institutional Ownership) criteria. This may suggest that 

one or more of those criteria are critical to the success of the trading strategy. Beyoglu and 

Ivanov (2008) combine a CAN SLIM selection strategy with various technical analysis signals. 

They found that the CAN SLIM strategy combined with a Moving Average Crossover System 

lead to high expected profits per trade. Schadler and Cotton (2008) make use of data from the 

AAII (American Association of Individual Investors) CAN SLIM stock screener to test the 

effectiveness of the CAN SLIM strategy using data from 1998 through 2005. An annualized 

return of 30.86% was provide by the CAN SLIM screener portfolio. During the same time span, 

the associated best-fit index (S&P SmallCap 600) only realized an annualized return of 9.49%. 

Similarly, according to the American Association of Individual Investors, the CAN SLIM 

strategy returned a compound growth rate of 1521.7% versus the S&P 500’s gain of 54.92% 

from 1998 through December 31, 2007 (AAII). Cheh, Kim, and Lee (2011) test a simplified 

version of the CAN SLIM strategy. Their study uses two criteria, both related to increasing 

earnings per share. They found that their strategy outperformed the Wilshire 5000 Index. Najafi 

and Asgari (2013) apply the CAN SLIM strategy to the Tehran Stock Exchange and find that 

stocks selected using the CAN SLIM criteria provided considerable future growth. Finally, Lutey 

et al. (2013) compare returns from the S&P 500 to those generated from a simplified CAN SLIM 

strategy. The simplified CAN SLIM strategy makes use of only three criteria: five year average 

of annual earnings growth must be greater than 20%, current quarterly earnings growth must be 

greater than 25% and the stock price must be greater than $10. This simplified CAN SLIM 

strategy outperformed the S&P 500 for the years 2001-2012. 
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OPBM II Strategy 

The purpose of this paper is to see if the average investor (with little-no analytic 

capability) can outperform the NASDAQ 100 using an automatized version of a predominant 

S&P 500 strategy. Most preliminary research and findings regarding the validity of the CAN 

SLIM method revolve around S&P 500 back-testing and research. This paper moves across new 

markets and multiple timeframes to further test the validity of the CAN SLIM method.  

Due to the somewhat subjective and highly complex nature of the CAN SLIM system, 

the OPBM II system cuts down on the analytic requirements of investors, allowing them to 

achieve excess returns above the NASDAQ 100 without spending countless hours perfecting the 

traditional CAN SLIM system.  OPBM II cuts down on the analytic requirements while staying 

true to the core CAN SLIM methodology through utilizing a custom CAN SLIM ranking system. 

CAN SLIM Ranking System 

In a previous version of the OPBM strategy (Lutey, Crum & Rayome, 2013) a simplified 

version of the CAN SLIM method was used to outperform the S&P 500 index. This simplified 

version involved three simple rules for placing trades – EPS % Growth Quarterly, EPS % 

Growth Yearly, and price. These rules created a 0.84% excess return, per month over an 11-year 

period. The system didn’t account for CAN SLIM factors such as Institutional Sponsorship, or 

initial risk control metrics like the 7% stop rule. Thus, this new or modified version of the 

previous strategy keeps the previous EPS growth (both quarterly and yearly) rules while 

incorporating the new ranking system for institutional sponsorship.  

The option to randomize holdings has been changed to reflect a more accurate 

representation of Bill O’Neil’s CANSLIM system. After filtering based on specific criteria (Price 

and EPS) the system ranks holdings based on specific CANSLIM criteria. 

Any company on the NASDAQ 100 exchange is considered, until it drops below a 30% 

(3 year average) growth rate. Next, from the pool of companies that pass Buy 1 criteria, any 

company that doesn’t have at least a 20% increase in EPS over the previous quarter is 

eliminated. From the remaining pool of stocks, they are ranked based on the system shown in 

Table I.  

The companies with the highest earnings per share % change from the current quarter, 

over the previous quarter are ranked highest. Followed by a secondary ranking for institutional 

sponsorship. Lastly, earnings per share % change three year average are considered. So the 
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greater weight a ranking category holds the greater emphasis the tool will place on selecting 

securities with a high value.  

Rebalancing: 

It should be noted that the system rebalance (re-run the screen and possibly select new 

holdings) every week. The price chosen for selected companies will be based off of the next 

trading days opening price. Slippage will be 0.5%. For commissions $10 per exit and entry flat.  

Weighting: 

Ideally, the system will select 10% weighting to each position with a maximum of 10 

positions. The system is however, allowed to deviate from the 10% weighting and allocate up to 

50% of weight to any one position. This is done randomly and based off of the ranking system 

which is described in the following section.  

Exits/Closing Positions 

After positions are chosen the system will sell on either a rebalance or stop. If a stock 

drops 7% after purchase it will be kicked out but considered at the next weeks rebalance (if it 

still passes criteria). This hard stop is to avoid large losses. The 7% rule is based purely on entry 

price. Profits are only taken if a stock doesn’t pass the initial screen criteria. So, if EPS fall short 

in a given quarter after a stock has been held for 3 months, it will be kicked out and profits will 

be taken. This strategy ensures purely mechanic non-emotion based trading that lets winners ride 

and cuts losers short. 

Back-Testing 

Three time periods were used in back testing the OPBM II strategy. First, going back 

three years (2010) was analyzed for superior returns versus the benchmarked Nasdaq 100 index. 

The second inception date went back to the market crash (2008). The third and final inception is 

a fourteen year comprehensive time frame back-tested from 1999. This is used to include both 

bull and bear markets.  

Return Metrics: 

Mean (Average) Return: The expected value, or mean, of all the likely returns of 

investments comprising a portfolio.  

Risk Metrics: 

Sharpe Ratio: A ratio developed to measure risk-adjusted performance. Sharpe is 

calculated by subtracting the risk-free rate of return from the rate of return for a portfolio and 
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dividing the result by the standard deviation of the portfolio return. Sharpe determines whether a 

portfolio’s returns are due to smart investment decisions or a result of excess risk.  

Standard Deviation: A measure of the dispersion of a set of data from its mean. The more 

spread apart the data, the higher the deviation.  

Alpha: Measure of performance on a risk-adjusted basis. The excess return of the fund 

relative to the return of the benchmark index is a fund’s alpha.  

Maximum Draw Down: A measure of the worst time period or lowest return for the fund. 

Using the above risk metrics, one can determine whether or not the OPBM II strategy (or 

any strategy) is more efficient than the defined benchmark. In a previous version of the OPBM 

strategy, Lutey et al, did not include alpha which has been included in this paper to define to 

what extent the excess returns of the model portfolio are greater than (or less than) the 

benchmark.  

 

Results 

Results- 2010 Inception 

Returns: The strategy showed 96.26% total return, versus its benchmark (NASDAQ 100) 

return of 62.32%. Thus a $100 investment, at the end of three years would be worth $196 dollars 

using the OPBM II strategy (Table II). The portfolio holdings can be seen in Table III.  That 

same investment would be worth $165 using a buy and hold strategy using the overall NASDAQ 

100 index.  The average annualized return for the model portfolio was 25.20% from 2010-2013.  

The average return for the benchmark over the same time period was 19.8% 

Measures of Risk- 2010 Inception: 

Standard Deviation – The model portfolio showed a standard deviation between returns 

of 25.78%; the benchmark standard deviation for the same time period was 53.79%  

Sharpe – The model portfolio showed a Sharpe ratio of 0.90. This can be compared with 

the benchmark’s Sharpe ratio of 0.33 

Maximum Drawdown – The model portfolio had a maximum drawdown of 15.63%, this 

is compared with the benchmark’s draw down of 16.11%.  
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Results – 2008 Inception 

Over a longer timeframe (September 2008 – September 2013) the system still shows 

impressive results turning a $100 initial investment to over $306 (Table IV). The portfolio 

holdings can be seen in Table V.  This can be compared with the benchmark’s $100 initial 

investment valued at $160. The model portfolio boasts a mean annualized return of 25.13% 

compared to the Nasdaq 100 return of 12.45%. This shows that on average, the model portfolio 

returns an annualized Alpha of 12.88%. 

Measures of Risk- 2008 Inception  

Standard Deviation: The model portfolio shows a standard deviation of 38.39%. This is 

higher than the benchmark by 7.31%. (Nasdaq 100 Standard Deviation: 31.08%). This suggests 

there is greater volatility among returns in the model portfolio. In order to determine if it is truly 

better than the benchmark (per unit of risk) the Sharpe ratio will have to be considered.  

Sharpe: The model portfolio (OPBMII) shows a high Sharpe ratio at 0.59. This is 

compared to the Nasdaq 100’s Sharpe of 0.34. This concludes that the model portfolio is a 

stronger performer (per unit of risk) than the benchmark index, when using the OPBMII 

Modified CAN SLIM strategy.  

Maximum Drawdown: The portfolio shows a maximum drawdown of 44.76% compared 

with the benchmark’s maximum drawdown of 40.60%.  

 

Results – 1999 Inception 

The last back-test went back to 1999. To incorporate the dot.com bubble, the bull market 

from 2004-2008, and the crash from 2008-2009. This back-test compares the OPBMII strategy to 

the Nasdaq 100 over both cyclical bear and bull markets. As can be seen in Table VI, the model 

portfolio in this system shows a total return of 604.38% over the 14 year period; compared to 

73.41% (Nasdaq 100).  The model portfolio shows an average annual return of 14.21%, 

compared to the Nasdaq 100 of 3.82%. The higher mean is only relevant if it is accompanied by 

a lower standard deviation.  shows a lower maximum drawdown (-71.88%) compared to the 

benchmark (-82.90%) and has a Sharpe ratio of 0.27 (compared to -0.01).  The portfolio holdings 

can be seen in Table VII. 

Measures of Risk- 1999 Inception  



2014 Proceedings of the Academy of Finance 

 

90 
 

Standard Deviation: The model portfolio shows a lower Standard Deviation (36.90%) 

compared to the Nasdaq 100 (38.36%). This lower standard deviation shows lower volatility 

among returns.  

Sharpe Ratio: The Sharpe of the model portfolio (0.27) is greater than the Nasdaq 100 (-

0.01). The Nasdaq 100’s negative Sharpe ratio indicates poor risk-adjusted performance over the 

14 year period.  

Maximum Drawdown: The portfolio shows a maximum drawdown of 71.88%, this is 

compared with the benchmark’s maximum drawdown of 82.90%.  

 

Other Performance Measures  

The graph in Table VIII shows the model portfolio compared to the Nasdaq 100 in terms 

of a $100 initial investment, and total % drawdown since the 1999 hypothetical inception. It also 

shows the % of cash invested throughout the life of the back-test. Look at 2008-2009. When both 

indicies performed poorly due to the economic crisis, the %Cash invested went way down. This 

is another “CAN SLIM” method of compensating for poor market conditions. I did not 

intentionally (or knowingly) program the simulation to do this, but it makes a lot of sense. 

Reducing exposure to poor economic or market conditions reduces overall risk and saves capital 

for strong markets.  

 

Conclusion 

From the above analysis of the OPBM II strategy it is concluded that a modified version 

of the CAN SLIM investing strategy can be more efficient in investing the Nasdaq-100 than a 

typical buy and hold strategy. Over three separate and independent studies, the OPBM II strategy 

outperformed the Nasdaq 100 by selecting superior companies and allocating a greater 

percentage of capital towards strong potential winners. Furthermore, the strategy reduced risk by 

under allocating positions and conserving cash in weak or bear markets. The system showed 

strong overall returns from a three and five year standpoint but really excelled when it was 

allowed to test fourteen years from the late 1990’s until present day 2013.  
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I: Ranking System 

 

 

 

II: Value of a $100 Investment: OPBM II vs NASDAQ (2010-2013) 
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III: Holdings, 2010-2013 

 

 

IV: Value of a $100 Investment: OPBM II vs NASDAQ (2008-2013) 
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V: Holdings, 2008-2013 
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VI: Value of a $100 Investment: OPBM II vs NASDAQ (1999-2013) 

 

 

 

VII: Holdings, 1999-2013 
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Table VIII: Percentage Cash Invested 
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Changes in Financial Variables and Altmanôs Z Score  

on Stock Price with Consideration of Firm Size and Market Risk 

 

Reza Rahgozar* and **Mary Tichich 

 

Abstract 

 

The valuation of common stock can be approached in several ways. Some models, known as 

dividend valuation models, rely solely on expected dividends and others models rely on long-run 

historical relationships between market price and some financial and market risk factors. This 

study evaluates the effects of changes in major financial variables on changes in stock prices. 

Through correlation and regression analysis, it identifies the most relevant variables affecting 

stock price changes of the Standard & Poor’s 500 Index firms.  Moreover, by applying the 

Altman financial stress model, the significance of changes in financial stress measures on stock 

prices is tested. In addition, the study investigates whether the effects of financial factors on 

stock prices depend on company size. Also, through mean and variance analysis, the equality of 

means and variances of larger and smaller firms subject to market exposure are examined. 

Among all of the financial variables considered, the changes in operating income and the 

financial stress measure are the most relevant factors affecting stock price changes. The results 

showed no strong positive relationship between changes in stock prices and dividends. The tests 

of equality of means and variances failed to support that conclusion that correlations between 

changes in stock prices and operating income, financial leverage, and total assets for small and 

large size firms differ. However, it rejected the hypothesis that variances of market risk of small 

and large firms are equal. 
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Character Investing 

Thomas M. Krueger
*
 and Mark A. Wrolstad

**
 

 In this research, we look at the value of using character as a primary guide to investing in 

the equity of the firm, rather than their debt. In her book titled Investing Between The Lines, 

investor-relations consultant Ms. Laura Rittenhouse makes the case that companies that value 

and practice candor in their published shareholder letters and annual report outperform 

companies that do not (Rittenhouse, 2013)  She claims that “analyzing words is as important as 

analyzing numbers.” (Rittenhouse, 2013, p. 14)   

Four research questions are the focus of our investigation. Two are answered with the 

Rittenhouse Model rankings, while the other two are answered with its Rittenhouse Candor–

related subset of scores. Two empirical research questions were developed for each measure. An 

explanation-oriented question that is answered using ex-post data and a prediction-oriented 

question is addressed using ex-ante data. Specifically, the empirical research questions are: 

 

#1:  Does the Rittenhouse Ranking Model explain the performance of historical share prices? 

#2:  Can the Rittenhouse rankings be used to predict future stock performance?                           

#3:  Do Rittenhouse Candor scores explain the performance of  historical stock prices? 

#4:  Can the Candor scores be used to predict future stock price performance? 

 

Research Sample 

Given the amount of time and effort that goes into evaluating the company reports, it is not 

surprising that Ms. Laura Rittenhouse has greatly limited the amount of information shared with 

the general public. We used Ms. Rittenhouse’s book, press releases by Rittenhouse Incorporated, 

and external reports regarding Rittenhouse rankings to fuse together an appropriate but 

incomplete sample. 

 

Two samples were constructed, one for each of the set of questions identified above. The top five 

and bottom five companies in the Rittenhouse rankings were found for the five-year period from 

2007 through 2011.  A portfolio was created of each set of firms. The “Top5 Portfolio” consists 

of the five firms with the highest (most favorable) Rittenhouse rankings, while the “Bottom5 

Portfolio” consists of the firms with the lowest Rittenhouse rankings. We were able to locate six 

companies with a complete set of Candor scores over nine years, a period that runs from 2003 

through 2011. These six firms were divided into a group of three firms whose Candor scores had 

the most positive year-to-year change and the three firms with the most negative change in 

Candor scores. We labeled these portfolios the “MostUp3” and “MostDown3,” respectively. 
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The Rittenhouse Ranking measures provided returns which were significantly different from 

zero sixty-two percent of the time. Excluding holding period returns which had no guarantee of 

rising in an economy characterized by low S&P Index growth, the Rittenhouse ranking provided 

insights which are statistically significant nine of twelve times, or seventy-five percent of the 

time. As one would expect, there is a higher frequency of Rittenhouse rankings of historical 

excess returns than future returns. If we exclude raw returns,  we could say that there is a 

relationship between Rittenhouse rankings and excess portfolio returns with at least ninety-five 

percent confidence two-thirds (i.e., four out of six) of the time. A firm’s character appears to be 

related to both past and future company stock price performance. 

 

We found that the Candor scores were only significant seven percent of the time. The only time 

in which the Candor scores were able to provide significant performance at the 0.05 level is 

when we compared the holding period returns of those companies advancing in candor versus 

those whose candor score decreased over the past year. Interestingly, Candor scores were found 

to be better at forecasting performance, than describing recent performance. Although the 

Candor scores seem to have limited value, these findings of potential value are based upon a very 

limited sample.  

 

The greatest level of significance appears when we contrasted companies with high levels on 

Rittenhouse’s character measures to those with low values on these measures. In these instances, 

the Rittenhouse character measures were equally able to explain ex-post share price performance 

and predict future relative performance. Consistently significant performance makes sense 

because we would expect that effective managerial practices would continue into the future, 

resulting in continued benefits of corporate character. Or, conversely, ineffective managerial 

practices will continue into the future resulting in relatively lower financial success. Rittenhouse 

has been able to identify instances of poor historical management, which appears to carry over 

into the future. We assume the knowledgeable investors would observe this difference and buy 

the well-run companies, pushing up their stock prices. Meanwhile, they would sell selling 

ineffective companies lacking corporate character, resulting in dropping share prices. 
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Corporate Governance and Market Performance of Seasoned Equity Offerings:  

Evidence from Chinese "A" Share Issues 

 

Ming-Long Wang* and Chien-Chih Peng**  

 

Abstract 

 

 Research studies have documented the price behaviors of seasoned equity offerings (SEO) in 

many countries and developed theories to explain SEOs’ short-term abnormal returns and long-run poor 

performance.  Myers and Majluf (1984) argue if managers are better informed than outside investors, 

firms are more likely to offer equity when the equity is overvalued. As a result, the announcement of 

SEOs conveys negative information about firm value. Jensen (1986) argues that there are important 

inconsistencies of interest between managers and shareholders that might induce managers to offer equity 

and waste funds by investing in projects with negative net present values (NPV). Loughran and Ritter 

(1995) indicated that SEO firms have lower post-issue returns than non-SEO firms. They believe that 

firms usually take advantage of transitory ‘windows of opportunity’ by issuing equity when they are 

overvalued, as described in in Spiess and Graves (1995). Furthermore, Bayless and Jay (2003) found there 

are positive abnormal returns away from the issue window (the post-issue period: after 61 months), and 

the positive performance is very common for small SEO firms. 

 

 Chinese firms conduct SEOs mainly through the rights issue and new issue. The main difference 

is that only original shareholders can purchase stocks through the rights issue, while outside investors can 

purchase stocks only through the new issue. Most firms in China are state-owned enterprises (SOEs). A 

further classification of owners reveals that while state-controlled firms play a negative role in corporate 

governance, domestic institutional and managerial shareholdings improve the firm’s performance (Chen, 

2001). Because the managers of SOEs are assigned by the state, they may expropriate minor shareholders 

for protecting their jobs by investing in negative NPV projects. Such severe agency conflicts between 

managers and outside investors can produce higher agency cost in the process of SEOs.  Therefore, the 

main objective of this study is to examine the effect of corporate governance on stock returns reacting to 

the announcement effect, and post-issue performance of Chinese companies conducting SEOs of “A” 

shares for the investment purpose during the period from 1998 to 2001. 
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 We collect seasoned equity offerings data for companies listed at Shanghai Stock Exchange and 

Shenzhen Stock Exchange in China for the period from 1998 to 2001. The sample period is selected to 

avoid the Asian financial crisis in 1997. Since markets act on the information that companies announce 

SEOs, we choose the announcement date of SEO prospectus as the event date. The information of SEO 

prospectus is collected mainly from the cninfo website (www.cninfo.com.cn), Chinese securities online 

website (www.f10.com.cn), China Center for Economic Research database, and Taiwan Economic 

Journal database. To be included, the identified SEO must meet the following criteria: (1) only “A” shares 

issued by non-financial firms listed at Shanghai Stock Exchange and Shenzhen Stock Exchange, (2) SEOs 

are for investment purpose only, (3) If firms conduct SEOs more than once during the study period, only 

the first SEOs are included in the sample, and (4) The SEO firms with missing stock returns are not 

included in the sample.  As a result, there are 458 companies for short-run performance analysis and 406 

companies for long-run performance analysis. 

 Regression analysis is used to test two hypotheses: (1) when firms announce SEOs, firms with 

better corporate governance have higher short-term abnormal returns than firms with worse corporate 

governance, and (2) firms with better corporate governance perform better than those with worse 

corporate governance after SEOs.  Cumulative abnormal returns and buy hold abnormal returns are 

dependent variables.  The independent variables are issuance size, return on assets prior to SEOs, market-

to-book ratio, percentage of shares held by the largest shareholder, size of the supervisory board, size of 

the board of directors, and dummy variables. 

 We find that firms announcing SEOs suffer a huge negative AR and have a large decline in the 

cumulative abnormal return in the short term.  The result is consistent with the signaling hypothesis.  

When controlling for the size and market-to-book ratio, we find that the issuing firms perform poorer than 

non-issuing firms.  The result implies that the Chinese markets are not efficient in China due to large 

amount of non-tradable shares and severe information asymmetry.  We find that the market reacts 

negatively more to the SEOs conducted by the SOE firms than by the non-SOE firms, and the SOE firms 

perform poorer than non-SOEs following the SEOs.  The firms conducting new issues perform better than 

those conducting rights issues following SEOs. The size of the board of directors is significantly negative, 

while the size of the supervisory board is significantly positive to the short-run announcement effect.  

CEO duality is not significantly negative to the announcement effect. But firms with CEO duality have 

underperformances subsequent to the SEOs. The size of issuance is significantly negative to the short-run 

announcement effect and to the post-SEOs underperformances.  Return on assets of the previous year 

prior to the SEOs is significantly positive to the short-run announcement effect and significantly negative 

to the post-SEOs underperformances. 
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A Critique of Two Models of Predicting Business Failure: The Oldest versus the Newest 

Dr. Shyam B. Bhandari
*  

       The purpose of this paper is to critique two models of predicting business failure published 

45 years apart. These papers are due to Altman (1968) and Bhandari and Iyer (2013). Although 

both used discriminant analysis statistical technique (DA) on matched sample of failed and non-

failed firms, they differ in all other respect. Altman’s1968 paper, published in the Journal of 

Finance is probably the first to use DA to predict corporate bankruptcy. Bhandari and Iyer’s 

(2013) paper, published in Managerial Finance is the most recent article on the same topic. In 

between hundreds of efforts were made in many countries on this topic.  

Sample firms 

      Although, both the studies used DA technique on a matched sample, Altman (1968) used 

only 66 all manufacturing firms whereas Bhandari-Iyer (2013), now on Bhandari (2013), used 

100 firms from 22 different industries. Bhandari’s model therefore, is a general purpose model 

which can be applied across industries. Altman picked 33 (Chapter X) bankrupt firms from a 20-

year period (1946-1965); Bhandari’s model used 50 inactive firms over a 3-year period (2008-

2010) from COMPUSTAT data base. Temporal instability, inconsistencies, lack of uniformity of 

accounting procedures and fluctuations in external economic environment over 20-year period 

must have impaired Altman’s data set a lot more than Bhandari (2013) data set.  

Explanatory Variables  

 

     There is a vast difference in Altman (1968) and Bhandari (2013) studies in selection of 

predictor variables. Altman started with “twenty-two potentially helpful variables (ratios)” from 

which five variables were selected. He used four arbitrary procedures to select the final five 

explanatory variables, a data milking approach at the best! Bhandari (2013) on the other hand 

used seven predictor variables; all of them were logically justified. In other words Altman used 

ex-post approach and Bhandari used a-prior approach to justify the selection of explanatory 

variables. Altman’s ratios were all from two accrual accounting based financial statements that is 

from balance sheet and income statement, none from cash flow statement (CFS). Bhandari 

(2013) on the other hand used CFS as the principal source in defining explanatory variables. The 

rationale being that cash inadequacy is the oft-cited reason for business failure. Data needed to 

calculate explanatory variables in Altman’s model are: Total Assets (TA), Working Capital 

(WC), Retained Earnings (RE), Earnings before Interest and Taxes (EBIT), Market Value of 

Equity, Debt, Sales and No. of shares. Data needed to calculate predictor variables in Bhandari’s 

model are: Current Assets (CA), Current Liabilities (CL), Inventories (INV), Sales, Total Assets, 

Interest, Tax, and Earnings before Interest and Taxes.  

The DA models below show explanatory variables and respective coefficients.  
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Altman’s Z =.012(WC/TA)+.014(RE/TA)+ .033(EBIT/TA)+ .006(MVofEQ/Debt)+ .99(Sale/TA   

 

Bhandari’s Z = -0.531 + .675(OCF/CL) + .001(OCF+INT+TAX/INT) – .028(OCF/Sales) 

                        +.096(EBIT/OCF) + .165(CA-INV/CL) + .006(Sales Growth 3-yr) 

 

 

Conclusion  

Altman (1968) model achieved impressive 94 percent classification accuracy on the original 

sample whereas Bhandari (2013) achieved 83.3 percent. A comparison of the Altman’s (the 

oldest) and Bhandari-Iyer’s (the newest) models reveals interesting differences:  

1. Altman’s model is industry specific but Bhandari’s model is across industry.  

2. Altman selected predictor variables by data milking approach whereas Bhandari used logically 

justified approach.  

3. Altman used only accrual accounting statement based financial ratios; Bhandari used cash 

flow statement based data as well.  

4. Altman had smaller sample drawn over a very long period whereas Bhandari used larger 

sample over a shorter period.  

5. The most prominent item in Altman’s model is total assets (TA); operating cash flows (OCF) 

is the most prominent item in Bhandari’s model.  

6. Although most of the financial ratios used by Altman and Bhandari are not readily available in 

published sources, Altman’s ratios are not easily calculated but those in Bhandari’s model can 

be.  

7. Altman’s model can be replicated only in case of large publicly traded, for profit 

manufacturing firms but Bhandari model can be replicated on both large and small, profit and 

non-profit, public and private, manufacturing and non-manufacturing firms.  
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Table I Comparison of Altman (1968) and Bhandari (2013) Failure Prediction Models   

1  Altman’s 1968 Paper Bhandari-Ayer’s 2013 Paper 

2 Title Financial Ratios, 

Discriminant Analysis and 

Prediction of Corporate 

Bankruptcy 

Predicting Business Failure 

Using Cash  Flow Statement 

Based Measures 

3 Authors/Affiliation Edward I. Altman 

New York University 

Shyam B. Bhandari and Rajesh 

Iyer, Bradley University 

4 Journal Journal of Finance Managerial Finance 

5 Year 1968, September 2013, June 

6 Pages 20 (589-609) 10 (667-676) 

7 Dependant variable  Bankrupt/Non-bankrupt firm Inactive/Active firms 

8 Independent variables Five out of 22, ex-post pick  Seven, a-prior selection 

9 Sample size 66 paired (33 each) 100 paired (50 each) 

10 Sample drawn from 1946-1965 period 2008-2010 period 

11 Industry One, manufacturing Twenty different industries 

12 Data source Income statement and 

Balance sheet 

Cash flow statement, Income 

statement and Balance sheet 

13 Financial Ratios used 

as independent 

variables 

WC/TA, RE/TA, EBIT/TA,  

MV OF Eq/DEBT, 

SALES/TA 

OCF/CL,OCF/SALES, QR 

EBTI/OCF, OCF/ASSETS,  

 3-YR SALES GROWTH, 

(OCF+INT+TAX)/INT 

14 Classification accuracy 95 % 83.3% 

15 Group centroids and 

Midpoint 

-0.29 and +5.02 

2.365 

-0.718 and +0.756 

0.019 

16 Order of relative 

contribution 

EBIT/TA, SALES/TA,  

MV 0f EQUITY/DEBT 

OCF/CL, OCF/TA 

EBIT/OCF 

17 Financial statement 

Items needed 

CA, CL, DEBT, TA, RE, 

MV of Eq, Sales, No.of share   

CA, CL, INV, TA, SALES, INT, 

EBIT, TAX, OCF 
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Day-of-the-Week Effect and January Effect Examined in Copper and Aluminum Metals  

Raj K Kohli* 

 
Abstract 

This study examined the day-of-the-week effect and January Effect in the precious metals copper and 
aluminum for the period August 27

th
 1987 through October 12

th
 2012.   The results of this study indicate 

the presence of the day-of-the-week effect in both copper and aluminum markets.  The results of this 

study also indicate that there may be a daily seasonality in the variance of these metals.  However, the 

findings of this study shows that January effect in the copper and aluminum markets does not exists in the 
mean returns or variance of these metals.     

 

Literature Review   

Day-of-the-week effect and January effect in equity, currency, gold and silver markets 

Day-of-the-week effect is a well documented seasonal anomaly in the US equity,   international equity and 
in foreign exchange markets.  According to the day-of-the-week effect, the daily returns in financial 

markets on different days of week are statistically not the same.  The January effect states that the mean 

monthly returns during month of January are greater than the mean monthly returns during any other 
month of a year.    

Precious metals (Gold, Silver and platinum) possess similar characteristics to money and medium of 

exchange and unit value (Goldman, 1956; Solt and Swanson, 1981; Dooley, Israd and Taylor, 1995).  

Lucey and Tully (2006) examined seasonality in the conditional and unconditional mean and variance of 

daily Gold and Silver contracts over the 1982–2002 periods.  They report negative Monday effect in both 

Gold and Silver, across cash and futures markets.  Baur (2013) investigated monthly seasonal in Gold 

returns for each month from 1980 to 2010 and report that September and November are the only months 

with positive and statistically significant Gold price changes.  The current study examines two calendar 

related seasonal anomalies (Day-of-the-week effect and January effect) in Copper and Aluminum over the 

period January 1980 through September 2012.   

Data and Methodology 

The daily closing price data for the commodities (Copper and Aluminum) are collected from Bloomberg 

for the period January 1
st
 1980 through October 12

th
, 2012.   Similarly, the monthly closing price data for 

the commodities (Copper and Aluminum) are collected from Bloomberg for the period January 1
st
 1980 

through September 30
th
, 2012.   The daily closing price is used to analyze day-of-the-week effect while 

monthly closing price is used to examine the January Effect in the above commodities.  The following 
equation (1) is used to test for the presence of the day-of-the-week effect in precious metals.  

 

Rit = βiM DiMt + βiT DiTt+βiW DiWt+βiR DiRt+βiF DiFt+eit  (i=1 2)    (1) 

 
Where, the Dj terms are used to represent the process describing the mean return on any day of the week.  

For example, βiM indicates the mean return on Monday.  Similarly, βiT, βiW, βiR, and βiF represent mean daily 

returns on Tuesday through Friday respectively.  Similarly, the following equation (2) is used to test for 
the presence of the January effect.   
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Rjt = βjJ DjJt + βjF DjFt+βjM DjMt+ …. βjD DjDt + eit  (j=1 2)     (2) 

 
Where Rjt is the average return during calendar month (j) for commodity j and the Dj terms are used to 

represent the process describing the mean monthly return in month of the year.   

 

Results 
 

Day-of-the-Week Effect 

The results of the above analysis are reported in Tables 1 through 4.  Basic statistics shown in Table 1 
indicate that the Copper returns are negative on Monday and positive on all other week days.  Standard 

deviations of returns for Monday to Friday are 0.016330, 0.017787, 0.018333, 0.017614, and 0.017138 

respectively.  Monday Copper returns have the lowest Kurtosis and highest skewness.  Table 2 shows the 
regression results for weekend effect in Copper returns.  For example, Mondays' mean daily returns on 

Copper are -.000550 with p-value of 0.265, suggesting a probability of 26.5% that the mean daily Copper 

returns on Monday are statistically zero.  Similarly, mean daily returns on Tuesday, Wednesday, 

Thursday and Friday are -0.000011 (p-value 0.98), 0.000614 (p-value 0.21), -0.000129 (p-value 0.793), 
and 0.001357 (p-value 0.006) respectively.  Overall F-value of the regression is 2.073 with significance 

level of 0.066 indicating that mean daily returns for different days of the week on Copper are statistically 

different from each other.  
 

January Effect 

The results of January Effect for Copper and Aluminum are reported in Tables 5 to 8.  Basic statistics 
shown in Table 5 indicate negative monthly returns on Copper for January (-0.008774, skewness 0.486);  

June (-0.019300, skewness -0.218), October ( -0.024464, skewness -0.842); and November (-0.013055, 

skewness -1.549).  The average monthly Copper returns in March is the highest, while the remaining 

seven months of the year have positive returns.  Table 7 shows the regression results for January effect in 
Copper markets.  The mean monthly return for March (0.037955) is significant at 5 percent while mean 

monthly return for August (0.032032) is significant at 10 percent.  The overall F-value of 1.527 (p-value 

0.114) shows absence of the January effect. The  monthly returns for March and August are statistically 
positive, while mean returns for other months of the year are statistically insignificant. The results do not 

support presence of the January Effect in Copper return during the analysis period.  

 

Conclusion 
The analysis of the daily returns in Copper and Aluminum markets shows presence of day-of-the-week 

effect in both Copper and Aluminum markets.   The mean daily returns in Copper are significantly 
positive for Friday which is consistent with the common day-of-the-week effect in equity markets.  

Monday’s daily return in Copper is negative but statistically insignificant.  The results of this paper show 

presence of the day-of-the-week effect in Aluminum market.  The mean returns on Monday are 
statistically negative, while the returns on Thursday and Friday are statistically positive.  The results of 

this study also indicate that there may be a daily seasonality in the variance of these metals. 

 
The results of this study do not support presence of January effect in both Copper and Aluminum 

markets. The findings of this study indicate that there is no seasonality in monthly variance of Copper and 

Aluminum.   
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Impact of Geographical Location on Small-Medium Enterprises 

 

Ashrafee Hossain* and Harjeet Bhabra** 

 

The desire to identify and understand factors that contribute to better alignment of 

stakeholder interests has long been part of financial economics literature. Executive 

compensation is one of the most commonly researched areas in addressing stakeholder 

alignment. There is a robust body of literature on a wide range of executive compensation related 

issues. However, there is a substantial gap on studies related to how geographic location affects 

the compensation level and structure, for both Canada and the United States. In this paper we 

examine the impact of geographic location on total compensation, compensation structure, pay 

performance sensitivity, for small and medium Canadian firms. 

 

Canada and the U.S. are comparable in many respects but there remain significant 

differences between the two countries.  For example, public policy choices, such as tax 

incentives, for public and private corporations vary substantially between the two neighbors. 

Furthermore, Canada has only five large urban centers with a population of one million or more.  

By contrast, the U.S. has more than 50 metropolitan areas of the same kind. In addition, the 

proportion of small and mid-cap companies is higher in Canada.  Given the vastness of the 

country, a good number of these enterprises are found to operate in rural areas or on the 

periphery of urban areas. These rural firms face enormous challenges in attracting and retaining 

managerial talent.  

 

 Firms that operate away from their investor base are more likely to face greater 

information asymmetry and agency costs of managerial discretion (Fama and Jensen, 1983; 

Jensen 1986). It has been reported that firm’s location impacts corporate decision making such as 

equity and debt issuance (Loughran and Schultz, 2006), dividend payout policy (John et al., 

2011), and corporate mergers and acquisitions (Cai and Tian, 2010) which in turn impact firm 

performance. Moreover, extant literature shows that firms with more equity based compensation 

perform better (Datta et al., 2001), show better governance (Mehran, 1995), and provide better 

stakeholder alignment (Fama and Jensen, 1983; Beatty and Zajac, 1994; Hanlon et al, 2003; 

Devers et al, 2007). It has also been reported that firms that pay higher incentive based 

compensation show better pay performance sensitivity (Mehran, 1995; Jensen and Murphy, 

1990). Therefore, we believe that an incentive based approach will be the better for these rural 

firms as they suffer from higher information asymmetry and agency problems. 

  

The objective of this study is to empirically investigate how geographic location impacts 

executive compensation structure in small and midsized firms in the Canadian context. Formally, 

we develop and test the following hypotheses: (1) total compensation, adjusted for cost of living 

and firm size, will be same for rural and urban firms, and (2) compensation structure between  
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rural and urban firms will be different; given that rural firms face greater information asymmetry 

and agency problems compared to their urban counterparts.  This will allow us to understand 

how these firms design their compensation contracts to attract high quality management talent 

 

By analyzing a large sample of small and medium Canadian firms for a four year period 

between 2008 and 2011, we find the following results.  First, location is positively related to total 

and cash pay but negatively related to equity pay. Second, location is also positively related to 

relative percentage of cash pay but negatively related to relative percentage of equity pay. These 

results imply that rural firms’ executives get more incentive based pay even after adjusting for 

local cost of living index. However, we do not find any significant difference in total 

compensation once adjusted for living cost. 

 

There is no evidence in the extant literature on how geographic locations affect management 

compensation contracts except for a working paper using U.S. data (Zhang, 2012). This study 

seeks to fill this gap in the literature and contribute to finance scholarship and practice by 

exploring how compensation designs are impacted by geographic location in general and for 

small and medium sized enterprises in particular. 
  



                                                                                                          2014 Proceedings of the Academy of Finance 

 

109 

 

A M onetarist Critique of  the Federal Reserveôs Keynesian Expansionary Monetary  

Policy in the 2008-2013 Period in Response to the Great Recession and Financial Crisis 

 

Charles W. Johnston*  

 
SHORT ABSTRACT   

¶ Statement of Purpose:   To provide a practical and timely use of the Monetarist model 

to critique the Keynesian model’s recommended use of countercyclical monetary 

policies in the short-run, and evaluate the Federal Reserve’s performance in response 

to the Great Recession and financial crisis for the 2008-2013 period.    

¶ Research Method: including types of sources used.  Both theory and practice are 

explored, with a Monetarist model critique of the current use of the Keynesian model 

in its current practice of monetary policy in response to the Great Recession and 

Financial Crisis.   

¶ Expected Benefits of Findings:  The Fed has relied on the Keynesian model as a 

theoretical foundation for its countercyclical monetary policies since the mid-1930s, 

except for the 1979-1982, when it relied on the Monetarist model.   It seems like a 

good time to revive the Monetarist model to critique the Keynesian model and 

evaluate the Fed’s performance.  

INTRODUCTION 

¶ Expand on Short Abstract. 

¶ Outline of the rest of the paper. 

LITERATURE REVIEW 

¶ The Great Recession and Financial Crisis:  The worst recession and financial crisis 

since the Great Depression of 1929-1939.  As the primary banking regulator of the 

largest U.S. banks, owned by Bank Holding Companies, the Federal Reserve played a 

major role in resolving the financial crisis of 2008-2009. 
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¶ Keynesian model’s recommended expansionary monetary policy:  Per Keynes, we 

live in the short-run; in the long-run, we’re all dead.   Important market 
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imperfections, including imperfectly flexible wages and prices, imperfect information 

including expectations errors, and imperfect competition, can make recessions longer 

and more severe.    

¶ The Federal Reserve’s use of the Keynesian model’s recommended expansionary 

monetary policy in response to the Great Recession and financial crisis. 

¶ A monetarist critique of the Fed’s expansionary monetary policy:  The monetarist 

model was most widely used alternative to the dominant Keynesian model for several 

decades until the mid-1980s.   

A MONETARIST CRITIQUE:  FINANCIAL ANALYSIS 

¶ Natural Rate Hypothesis:   

¶ Monetary Policy Lags:   

¶ Stop – go Policies:   

¶ Forecasting Business Cycle Fluctuations:   

¶ Money Supply Target:     

¶ Acceleration Hypothesis:   

¶ Constant Money Growth Rule:   

CONCLUSION 

 * Interesting, important, and timely research:   

 * Most important finding:   

 * Contribution to the literature:  A timely revival of the monetarist model. 

 * Limitations of this research paper:  

 * Recommended future research:      

 

REFERENCES 

¶ Journal articles: most sources, including this author’s related articles 

¶ Textbooks:  finance, economics, and international 

¶ Other books:  John M. Keynes’ book on his model; Milton Friedman’s book on the 

history of U.S. monetary policy. 

¶ Federal Reserve and Bureau of Labor Statistics websites:  Current event articles: a 

few, for recent economic data.  
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Purchasing Power Return, an IRR Alternative 

David A. DeBoeuf*, Maksim Masharuev**, Don T. Johnson*** and Johnathan Bohn**** 

Abstract 

 Purchasing power return (PPR) is an expected return calculation that always provides an 

identical accept/reject decision to that of net present value (NPV).  PPR has the ability to identify 

positive-NPV projects expected to actually reduce the company’s inflation-adjusted purchasing 

power.  The proposed PPR technique avoids problems associated with the internal rate of return 

(IRR), external rate of return and modified IRR.   

Literature Review 

 Alchian (1955) in the American Economic Review analyzed and compared the different 

approaches put forth by Fisher (1930) and Keynes (1936).  Tuttle and Litzenberger (1968) 

discussed risk-adjusted capital budgeting in regards to IRR.  More recently, Magni (2013) 

identified 42 articles in the literature where the authors tried to “heal” IRR.  Van Horne (1971) 

identified the issue of anticipated inflation being embodied in the required rate of return.  Ezzell 

and Kelly (1984) incorporated capital structure theory into consumption is adjusted upward by 

inflation each year to stabilize the value of the cash flow from the investment. 

Purchasing Power Return 

This work attempts to fill a gap in the extensive literature representing the study of IRR.  We 

develop a method, Purchasing Power Return, which converts all cash flows into constant 

purchasing power units.  Problems with IRR include multiple IRRs when the sign of the cash 

flows change more than once.  IRR produces an accept/reject decision which may vary from that 

of NPV when the sum of a project’s total cash inflows approach total outflows.  IRR assumes 

cash flows from a project are reinvested to earn the same rate as the original project which is 

unrealistic.  ERR and MIRR solve these problems but introduce others, including the fact that 
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ERR sometimes recommends negative-NPV projects and that MIRR is influenced by the return 

on the original project. 

 PPR avoids these problems by first converting all expected cash flows into equivalent 

units of purchasing power, discounting them back to the present using forecasted inflation rates.  

An annualized expected return is calculated using a simple geometric average.  The core of PPR 

is a summing of the inflation-adjusted cash flows expected in the future divided by the initial 

cost of the project.  The root of this core less 1.00 finishes the PPR estimate.  PPR is an 

annualized expected return completely consistent with the NPV accept/reject decision rule and 

has the added benefit of flagging positive-NPV projects expected to actually reduce the 

company’s purchasing power.  For these scenarios, with their forecasted drop in purchasing 

power, management may want to reject the project despite its “NPV > $0” status.  These 

“flagged” projects may occur when cash flow estimates alternate in sign, the very same scenario 

that causes the IRR method to produce multiple answers that solve its mathematical equation.  

Thus, PPR not only side-steps the multiple return problem of IRR, but also stratifies projects into 

three possibilities: 1) positive PPR projects exceeding the adjusted required return; 2)  negative 

PPR projects exceeding the adjusted required return; and 3) projects with a PPR falling short of 

the adjusted required return. 

 

Conclusion 

The proposed PPR methodology provides a true “expected return vs. required return” set 

of calculations that always gives the same accept/reject decision as NPV for individual projects.  

The PPR comparison to its inflation-adjusted required return allows one to “flag” projects 

expected to reduce a company’s overall purchasing power, even for those with expectations of 

net present value exceeding $0.  Acceptance of these “NPV > $0” projects may therefore be 

overruled if the company’s overall inflation-adjusted cash flows are expected to fall.  All this 

while avoiding the problems associated with IRR and other common variations. 
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Vice vs. Virtue: Mutual Fund Performance in the United States 

C. Edward Chang
*
 and Thomas M. Krueger

**
 

 In a recent article in the Journal of Investing, Adams and Ahmed (2013) examined the 

performance of faith-based mutual funds.  Their analysis of this subset of the socially responsible 

investment genre is unable to detect a significantly different mean annual return despite having 

significantly lower expense ratios.  Our research investigates the performance of a diametrically-

opposed mutual fund, the Vice Investor Fund, which trades using the ticker symbol VICEX. The 

Vice Investor Fund is a one-of-a-kind mutual fund available in the U.S. that focuses solely on 

investing in vice stocks.  The VICEX Fund is managed by USA Mutuals, and invests in common 

stock issued by a wide range of companies in industries profiting on public consumption of what 

are generally deemed to be vices.  Prominent investments include Diageo (alcohol), Philip 

Morris (tobacco), Las Vegas Sands (casinos), and United Technologies (weapons).  Investment 

in firms which benefit from participation in human vices may result in higher returns. 

Performance of this fund is compared to that of a portfolio of fifteen large-cap, virtue-oriented 

mutual funds identified by US SIF, the Forum for Sustainable and Responsible Investment.  Our 

findings show that the VICEX Fund has higher expense ratios and portfolio turnover.   

 However, the VICEX Fund’s significantly higher excess returns are enough to offset 

these expenses and its significantly higher risk, resulting in significantly higher risk-adjusted 

excess returns.  The relatively good returns of the VICEX Fund are evident in Table I.  An 

additional 4.22 percent (i.e., 10.41% - 6.19%) average annual return was earned by the VICEX 

Fund.  Individual fund average annual returns ranged from 4.01 percent (CDXBX: Calvert 

Enhanced Equity B) to 8.13 percent (PRBLX: Parnassus Equity Income Investor).   Even the  

 

 

Table I.  Average Annual Return (%) and Percentile Rank (%) 

 

Percentile Rank is provided for Large-Cap Category 

 

 Average Annual Return Percentile Rank 

 Virtue Funds VICEX Virtue Funds VICEX 

Average 6.19 10.41 58.14 2.00 

t-test 0.00** 0.00** 

VICEX’s Ranking 1
st
 out of 16 1

st
 of 16 

 ** = 0.01 and  * = 0.05 level of significance, respectively. 
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best return among virtue funds is 2.28 percent (i.e., 10.41% - 8.13%) less than that of the VICEX 

Fund.  With its first-place position, it is not surprising that the VICEX Funds’ performance is 

statistically better at the 0.01 level. 

 A relatively high standard deviation would be anticipated, because the VICEX Fund 

selects securities from a limited number of industries.  The actual numbers indicate that VICEX 

Fund investors are facing more total risk, as measured by standard deviation, but less systematic 

risk, as measured by beta.  Standard deviation values are presented in the first set of columns in 

Table II, where we see that the VICEX Fund’s standard deviation is 0.73 percent (i.e., 15.86% - 

15.13%) higher.  Despite the seemingly similar values, looking at the last row of Table II, we see 

that the VICEX Funds’ standard deviation is the highest out of all funds studied.  Looking at the 

individual virtue fund standard deviation we find a large clustering of nine virtue funds with 

standard deviations between 15.00 percent and 15.74 percent.  The similarity of virtue fund 

standard deviations should not be a big surprise given that many of these funds are investing in 

the same set of stocks. 

 

 

Table II .  Annual Return Standard Deviation (%) and Beta  

 

 

 Standard Deviation Beta 

 Virtue Funds VICEX Virtue Funds VICEX 

Average 15.13 15.86 1.01 0.94 

t-test 0.00** 0.00** 

VICEX’s Ranking 16
th
 out of 16 2

nd
 of 16 

 ** = 0.01 and  * = 0.05 level of significance, respectively. 

 

 Our research goes on to show that the significantly higher excess returns are enough to 

offset the significantly higher risk, resulting in significantly risk-adjusted returns.  These findings 

were true whether we studied returns adjusted for total, systematic, or downward risk.  Over the 

first ten years of its existence, the VICEX Fund was consistently on the winning side of the 

market, accentuating market advances and dampening market declines.  All of the differences 

were significant at the 0.01 percent. 
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